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Abstract
In this paper, we validate that the deterministic distance-based analytical model can be used to estimate the reliability of

one-dimensional (1-D) 802.11 broadcast wireless networks compared with the interference-based analytical model.

Therefore, we propose a deterministic distance-based reliability analytical framework for such networks in d-dimensional

(d-D, d� 1) scenarios. This framework takes into account the fading channel and hidden terminal problem and makes three

commonly used reliability metrics able to be resolved, including point-to-point packet reception probability (NRP), packet

delivery ratio (PDR), and packet reception ratio (PRR). There are two key factors involved in deducing the effect of hidden

terminals. One is to measure the hidden terminal transmission probability during the vulnerable period, which can be

calculated based on the approximate solution of the semi-Markov process model capturing the channel contention and the

back-off behavior. Another is the challenge to determine the size of the area to which the hidden terminals belong. First, we

give a general mathematical expression on the size of the hidden terminal coverage affecting NRP which is an important

part of the closed-form solution of NRP/PRR. Second, we adopt the Monte-Carlo method to solve the size of general

hidden terminal coverage affecting PDR, making it possible to approximate PDR, as well as control the efficiency and

accuracy by constraining the relative error. Finally, we adopt a multi-parameter optimization scheme to find the optimum

settings for the network to ensure the quality of service and maximize channel utilization. A series of experimental results

show that the framework can be used to access the reliability of 802.11 based d-D broadcast wireless network and pave the

way for further optimization.
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1 Introduction

Recently, many wireless networks such as wireless sensor

networks (WSNs) [1], vehicular ad hoc networks

(VANETs) [2], LTE cellular networks [3], and unmanned

aerial vehicular (UAV) networks [4, 5] extensively provide

one-hop and multi-hop broadcast services for various

applications such as medical monitoring [6], safety services

[7], and military field communication [8], etc. These net-

works are built on different geometric space. For example,

we usually abstract vehicles communication system on the

highway as 1-D VANET, take the evolved multimedia

broadcast multicast service (eMBMs) or device-to-device

(D2D) service in LTE cellular networks working on two-

dimensional (2-D) cell, and ad hoc networks for UAV are

naturally three-dimensional (3-D). However, the broadcast

nodes may face many disturbances such as fading channel

and the well-known hidden terminal problem, which can

cause performance degradations. The link reliability of

MAC layer has obtained more attention from the

researchers, who have been seeking to access the wireless

broadcast system from multiple perspectives and suggest

improvements for different applications. Currently, NRP,

PDR, and PRR are three commonly used MAC layer reli-

ability metrics [9], NRP represents the probability that a

node within the transmission range of the sender success-

fully receives a packet. PDR evaluates the likelihood that

all intended receivers successfully receive a packet. PRR

depicts the percentage of receivers that successfully receive

a packet from the sender.

Compared with the simulation method [10], the theo-

retically analytical model can save much time and is better

for evaluating the reliability of the network. A few analytic

models have been used to evaluate NRP/ PDR/PRR of 1-D

broadcast mobile ad hoc networks (MANETs) [11–17].

Various approaches have been deployed in these papers to

investigate the impact of IEEE 802.11 channel access, the

impact of the fading channel, and the impact of the hidden

terminal problem. Most recently, a new interference-based

model for the analysis of QoS and capacity was proposed

for 1-D VANET safety message broadcast scenario

[18, 19]. Considering the fading channel and hidden ter-

minal problem, the model regarded the packet whose sig-

nal-to-interference ratio (SIR) is higher than the threshold

at the receiver as a successful reception, which is closer to

the principle of a physical system [20–22].

However, most of the network configurations cannot be

abstracted by 1-D models. NRP/PRR evaluation accounting

for the impact of fading channel and collisions in general

2-D wireless ad hoc broadcast networks has been recently

addressed and derived [23]. Recently, Ma et al. [24] built

the theoretical model for NRP/PDR/PRR of one-hop

broadcasting service in the general d-D broadcast wireless

networks. However, they took channel fading as the only

factor causing broadcast failures and ignored the impact of

hidden terminal problem through assuming the collisions

from different nodes’ transmissions can be neglected if the

overall transmission rate is very small compared to the

channel capacity or perfect channel access protocol is

applied. Up to the present time, PDR with the impact of

hidden terminal problem has not been given in the case of

2-D or higher dimension.

This article extends [24] and proposes a more accurate

analytical framework for one-hop broadcasting service of

d-D 802.11 wireless networks by considering both fading

channel and hidden terminal problem. During the period

that the packet travels from the sender to the receiver, not

only the hidden terminal may interfere with packet recep-

tion at the receiver, but also the nodes in the carrier sensing

range of the sender, who may transmit concurrently in the

same slot with the sender, can make the reception fail. We

do not consider the impact of concurrent transmission,

which could be neglected compared with that of the hidden

terminal problem [9]. This proposed framework adopts the

deterministic distance-based analytical model to measure

the effect of the hidden terminals, which are limited to the

nodes whose transmissions can fail receiving nodes. Then,

the evaluation is converted to measure the hidden terminal

transmission probability during the vulnerable period [13]

and solve the size of the area to which the hidden terminals

belong. The SMP model [13], which is a general approach

to capture the channel contention and the back-off behav-

ior, has been developed to calculate the hidden terminal

transmission probability. How to solve the size of the

hidden terminal coverage needs to be studied.

The size of hidden terminal coverage affecting NRP can

be determined by a closed-form mathematical expression

based on the distance between the sender and the receiver.

The hidden terminal coverage affecting PDR is an irregular

area which is defined as the overall interference area from

all the one-hop receivers excluding the carrier sensing area

of the sender [9]. [25] provided an efficient algorithm

solving the area of hidden terminal coverage affecting PDR

for a static 2-D network scenario. The algorithm could not

address the volume of the 3-D irregular area due to the

different geometric characteristics. Thus we adopt the MC

method to evaluate the size of the hidden terminal coverage

affecting PDR. Furthermore, we control the efficiency and

accuracy of the MC method based on the statistical char-

acteristics between the number of samples and the relative

errors. At the same time, the number of sampling points is

further reduced by adaptively select the minimum sample

area.

Because the wireless broadcast network environment is

various and the reliability requirements of the different
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applications are also different, the optimum transmission

settings may vary. In [26], we adopted the conventional

Particle Swarm Optimization (PSO) based algorithm,

which dynamically adjusts the combination of transmission

parameters of VANET, let the application-level reliability

meet the requirements of safety applications, and then

approach the transmission capacity. In this paper, we refine

the optimization scheme of [26] to keep relatively high

reliability and QoS constraint transmission capacity in a

dynamically changing environment.

Now we highlight the major contributions of our paper:

(1) We compare the interference-based analytical model

with the deterministic distance-based analytical

model in various scenarios with general densities

and general data rates. The deterministic distance-

based analytical method is verified to be accurate

enough and reasonable.

(2) We propose a general reliability analytical frame-

work evaluating NRP/PDR/ PRR for 802.11 based d-

D wireless broadcast networks. The framework,

considering the fading channel and the hidden

terminal problem, helps managers assess network

capabilities and properly configure the network.

(3) We present the generalized mathematical expres-

sions of NRP/PRR with the hidden terminal problem

by solving the size of the hidden terminal coverage

affecting NRP. These developed expressions are the

function of the receiver’s distance to the sender.

They are useful for studying the effects of hidden

terminals at different receiving distances.

(4) We evaluate the approximation of PDR via adopting

the MC method to calculate the size of the general

hidden terminal coverage affecting PDR. The effi-

ciency and accuracy of the MC method can be

controlled by applying the relationship between the

number of samples and the relative errors.

(5) We apply a multi-parameter optimization approach

based on Bare-Bones Particle Swarm Optimization

(BBPSO) to adjust the communication settings of the

networks. The optimal combination of parameters

can be found taking into account the state of the

network, ensuring reliability and maximizing

utilization.

To make this paper more readable, we summary the sym-

bols in Table 1. The rest of this paper is summarized as

follows. In Sect. 2, we describe the related work, including

the system assumptions for the broadcast scenario, the

reliability metrics, the hidden terminal problem analysis,

and the comparisons between the interference-based model

and the deterministic distance-based model. In Sect. 3, the

derivations of NRP/PDR/PRR for d-D broadcast wireless

networks are gradually unfolding. Section 4 describes the

multi-parameter optimization problem and the refined

optimization algorithm based on BBPSO. In Sect. 5, we

conduct a series of experiments to validate the efficiency of

the proposed reliability analytical framework with the

multi-parameter optimization scheme. At the same time,

we also discuss how to balance the efficiency and the

accuracy of the MC method. Finally, Sect. 6 concludes this

paper.

2 Related work

2.1 System model and assumptions

Figure 1 represents the general system model for IEEE

802.11 d-D broadcast wireless networks. Broadcast does

not adopt the scheme named ‘‘Request To Send/Clear To

Send (RTS/CTS)’’ [27], which can inform surrounding

nodes about the transmission to avoid the conflict caused

by the simultaneous arrival of packets. According to the

specification of IEEE 802.11p, Distributed Coordination

Function (DCF) [28] is responsible for coordinating the

channel access by taking carrier sense multiple access with

collision avoidance (CSMA/CA) mechanism in the MAC

layer. We make several assumptions about the system

model.

(1) Given that all broadcast nodes are randomly dis-

tributed in the d-D geometry space according to a

homogeneous d-D Poisson distribution [24, 29]. b is

the density, the probability of finding k nodes in the

network area A is expressed as follows:

Prðk;AÞ ¼ eð�bSðAÞÞ ðbSðAÞÞ
k

k!
ð1Þ

where S(A) represents the size of network area A.

(2) All nodes have the same transmission range of R, as

shown in Fig. 1. It is defined as the maximum

distance that a packet can be successfully received. It

depends on the transmission power and the fading

channel.

(3) All nodes have equal carrier sensing range Rcs and

R�Rcs. Rcs is the average carrier sensing range in

which the nodes can detect the transmission from the

sender [19, 30]. As shown in Fig. 1, during the

broadcasting period of the sender, the receiver/

suppressed would not transmit until the end of this

transmission because it senses that the channel is

busy.

(4) All nodes have equal interference range Rint. We

have R�Rint �Rcs because the signal not reaching

the receiving threshold may still have an impact on

the normal receiving [31]. As shown in Fig. 1, the
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Table 1 Summary of symbols
Symbols Descriptions

d Geometric space dimension

R Transmission range (m)

Rcs Carrier sensing range (m)

Rint Interference range (m)

r Receiving range (m)

x Receiving distance (m) between the sender and the receiver

b Nodes density

k Packet generation rate of each node (packets/s)

W IEEE 802.11 CSMA back-off window size

DIFS Distributed interframe space

d Propagation delay

TH Packet header transmission time (MAC layer header ? PHY layer header)

Te Transmission time of one packet

2Te Vulnerable period in which collisions occur if hidden terminals transmit

pXMT Steady-state probability that one node is in transmission state

Tp Sojourn time that one node is in transmission state

pt Hidden terminal transmission probability during the vulnerable period

PA Packet length

Rd Data rate

c Path loss exponent

m Fading parameter

H1 Hidden terminal coverage affecting NRP

S1 The size (area or volume) of H1

HP Hidden terminal coverage affecting PDR in one scenario

SP The size (area or volume) of HP

HgP General hidden terminal coverage affecting PDR

SgP The size (area or volume) of HgP

LS Side length of sampling area

p The probability that one sampling point falls in the sampling area

Xa Confidence level

�s Relative error of multi trials

�p Relative error of p in one trial

e Predefined relative error

Me Number of sampling points for relative error e in one trial

ne Number of trials for relative error e

Mavg Average number of sampling points in ne trials

T1 Execution time of one trial

TP Total execution time of ne trials

NROI Number of nodes in the region of interest

D PRR threshold

X Position of a BBPSO particle

X
ðkÞ
i;pbest

Best historical location of the ith particle in the kth iteration

X
ðkÞ
gbest

Best historical global location of BBPSO
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hidden terminal/free, beyond the sensing range of the

sender but within the interference range of the

receiver, may transmit a packet which can reach the

receiver during the broadcasting period of sender

and cause a failure to receive at the receiver.

(5) At each node, the time interval between the arrival of

two consecutive packets follows Exponential distri-

bution with the rate k (in packets per second).

(6) The queue length of packets at each node is

unlimited. Therefore, each node can be modeled as

a discrete-time Markov arrival/General service dis-

tribution/1 service channel (M/G/1) queue.

(7) Based on the former research [32, 33], Nakagami

fading model, which was proposed by matching the

empirical results, can better describe the actual

imperfect channel where signal attenuation and path

loss occur. Therefore, we adopt the Nakagami

propagation model to describe the impact of the

fading channel in this paper.

(8) We do not consider the impact of node mobility on

the reliability since the node is almost stationary

within one packet transmission duration, which is

usually less than 1 ms [30].

2.2 Reliability metrics

In this paper, we research the three reliability metrics:

NRP, PDR, and PRR. They could measure the reliabilities

of the network from different perspectives.

(1) NRP is defined as the probability that a node within

the transmission range of the sender successfully

receives a packet, which can be measured as

NRPðxÞ ¼ No. of packets received successfully by the node

Total no. of packets transmitted to the node

ð2Þ

where x is the distance between the sender and the

receiver. Sometimes, we only concern the connec-

tivity of the link between two nodes in the case that

the message is dedicated to a specific node. There-

fore, NRP is used as a reliability index for such

applications.

(2) PDR can evaluate how a packet from a sender is

received by all intended receivers. It is defined as the

ratio of the number of packets successfully by all

receivers to the number of packets transmitted. The

expression is:

PDRðrÞ ¼ No. of packets received by all nodes within distance r from the sender

No. of packets sent by the sender

ð3Þ

where r is the distance from the sender. Usually, the

sender broadcasts a packet to the surrounding nodes

within a circular transmission range of the sender, all

of which are the intended receivers of the packet. A

reception may be a failure due to the channel fading

and hidden terminal problem. However, some

applications require all packets generated during the

given time window to be delivered successfully to all

neighbors because these packets make up a complete

and important message. So, PDR is used as a relia-

bility index in this case.

(3) PRR [10] is defined as the percentage of nodes that

successfully receive a packet from the sender among

the receivers at the moment that the packet is sent

out. The expression of PRR is:

PRRðrÞ ¼ No. of nodes within distance r receiving a packet from the sender

Total no. of nodeswithin distance r from the sender

ð4Þ

where r is the receiving range from the sender.

Certain messages are dedicated to some nodes rather

than to all neighbors, for example, brake action

should be delivered to the vehicles in the rear

direction in time, not to the vehicles in all directions.

Therefore, these applications are more inclined to

take the average link connectivity consideration by

evaluating how many nodes can receive the message

successfully. Furthermore, PRR provides a deeper

insight into the reliability as the range changes

because it is a function of the receiver’s distance to

the sender.

Fig. 1 The general system model for IEEE 802.11 d-D broadcast

wireless networks
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2.3 Hidden terminal problem analysis

A packet transmission time equals that the time instant in

which it is entirely received minus the time instant in

which it leaves the queue of the node. We can theoretically

calculate the transmission time (denoted by Te), which is

made up of the packet header transmission time, the packet

body transmission time and the propagation delay d. It is
expressed as:

Te ¼ TH þ E½PA�=ðRd � 106Þ þ d ð5Þ

where TH is the packet header transmission time including

physical layer header and MAC layer header, E[PA] is the

mean of packet size PA, Rd represents the data rate (Mbps).

The packet transmission time is the same as each other

by assuming that all nodes adopt the same data rate to

broadcast an equal size packet. Therefore, the hidden ter-

minal vulnerable period, as shown in Fig. 2, in which the

hidden terminal transmissions can cause interference is two

times the transmission time, including one Te just before

the transmission of the sender and another Te just after the

transmission of the sender.

Furthermore, [13] built the SMP model, through which

we can obtain the solution of the hidden terminal trans-

mission probability pt during the vulnerable period.

pt ¼ pXMT

2Te

Tp
¼ pXMT

2ðTp � DIFSÞ
Tp

ð6Þ

where Tp is the mean sojourn time in transmission state

(denoted by XMT), Tp ¼ Te þ DIFS, DIFS represents the

distributed interframe space, and pXMT represents the

steady-state probability that a node is in XMT state, which

can be expressed as follows:

pXMT ¼ 2Tp

Aþ 2Tp þ 2B

A ¼ qþ qbð1� qÞ½ � ðrþ pbTpÞW þ ðr� pbTpÞ
� �

B ¼ 1� qð Þ 1=kþ DIFSð Þ
ð7Þ

where r is time duration of one back-off slot, W is the

back-off window size, q is the probability that there are

packets in the queue of the tagged node, qb is the proba-

bility that the channel is detected busy in DIFS time by the

tagged node, and pb is the probability that it senses channel

busy during one back-off time slot.

pb ¼ 1� ð1� PXMTÞNtr

PXMT ¼ 1

W

Tp � DIFSþ 2r
Tp

pXMT þ 1� 1

W

� �
2r
Tp

pXMT

qb ¼ 1� ð1� pbÞ
TpW

Tp�DIFSþ2rW

ð8Þ

where PXMT is the probability that a neighbor’s transmis-

sion is detected by the tagged node in a back-off time slot,

and Ntr is the number of nodes in the sensing range of the

sender.

Equations (7) and (8) show that qb can be expressed in

terms of pb, and pb depends on q and itself. Whereas q is

function of pb because it depends on the mean service time

to transmit a packet. That is, q and pb are interacting.

Therefore, we adopt the fixed-point iteration method

described in [13] to determine q and pb, then approximate

pXMT . The fixed-point iteration method, starting with an

initial saturation condition q ¼ 1, is terminated when the

difference between successive q is below a certain toler-

ance level after several iterations. In each iteration, q is

updated to the ratio of the packet generation rate to the

service rate when the system is in steady state, otherwise 1.

The existence, uniqueness, and convergence of this method

have been proved [13].

2.4 Comparisons between the interference-
based model and the deterministic distance-
based model

We compare NRPs/PDRs/PRRs of the interference-based

model [18, 19] and the deterministic distance-based model

and observe their difference. We design three nodes den-

sities (0.02 nodes/m for low density, 0.1 nodes/m for

medium density, and 0.18 nodes/m for high density) at

each data rate (3 Mbps, 6 Mbps, 12 Mbps, and 24 Mbps) as

the scenarios with different interferences. We write a

Python program to implement the deterministic distance-

based model [13], as well as developing a C?? parallel
Fig. 2 Hidden terminal vulnerable period
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program for the interference-based model. We adopted the

signal-to-interference-plus-noise ratio (SINR) thresholds in

NS2.35 as the SIR thresholds in our experiments, as shown

in Table 2.

Figures 3, 4, 5 and 6 show the NRPs of the two models

with the data rate of 3 Mbps, 6 Mbps, 12 Mbps, and 24

Mbps. The solid line draws the calculation results of the

deterministic distance-based model. The dotted line rep-

resents the theoretical results of the interference-based

model. It can be observed that NRPs calculated by the two

models are very consistent. Therefore, the deterministic

distance-based model can be used in the network scenario.

We could find that the interference-based analytical

model yields better reliability because some packets may

be received successfully when the hidden terminals trans-

mit during the vulnerable period. We can further observed

that the discrepancy between the two models at the data

rate of 24 Mbps is less than that at the data rate of 12 Mbps,

which is then less than that at the rate of 6 Mbps, and it is

maximum at the data rate of 3 Mbps. The hidden terminals

Table 2 Relationship of Modulation Schemes, Rds,and SINR

thresholds for IEEE 802.11p in NS2.35

Modulation Scheme Rd (Mbps) SINR threshold

BPSK 1/2 3 3.1623

QPSK 1/2 6 6.3096

16QAM 1/2 12 31.6228

64QAM 2/3 24 316.2278

Fig. 3 NRP comparisons of the two models with the data rate of 3

Mbps

Fig. 4 NRP comparisons of the two models with the data rate of 6

Mbps

Fig. 5 NRP comparisons of the two models with the data rate of 12

Mbps

Fig. 6 NRP comparisons of the two models with the data rate of 24

Mbps
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have more chances to occupy channels during the vulner-

able period when the data rate is low, and this increases the

collision probability. At the same time, the SINR threshold

at a low data rate is less than that at a high data rate. The

above two conditions increase the possibilities that the

failure reception based on the deterministic distance model

is considered successful in the interference-based model.

Besides, PDR and PRR results yield conclusions similar to

NRP, which are shown in Appendix A because of the space

problem.

3 The reliability analytical framework

In our model, a successful reception requires fitting two

conditions. The received power is greater than the recep-

tion threshold (RT), and none of the packets from other

senders arrive at the receiver until the packet is received

successfully. The two conditions are independent of each

other; therefore, we would consider the impact of the

fading channel and the hidden terminals on the reliability

separately.

3.1 NRP evaluation

3.1.1 The impact of the hidden terminals

As shown in Fig. 7, we place a transmitting node O at the

origin, one receiver T on the X-axis, and the distance

between O and T is x. The shaded area (denoted by H1)

represents the hidden terminal coverage affecting NRP in

which the transmissions of nodes can interfere with T

receiving the packets from O. Denote NRPHðxÞ as the NRP
considering the impact of hidden terminals. According to

the definition of NRP, NRPHðxÞ equals the probability that

all hidden terminals do not start to transmit a packet during

the vulnerable period, and it can be expressed as

NRPHðxÞ ¼
X1

i¼0

ð1� ptÞiPrði;H1Þ

¼
X1

i¼0

ð1� ptÞi
ðbS1ðxÞÞi

i!
e�ðbS1ðxÞÞ

¼ expð�ptbS1ðxÞÞ

ð9Þ

where pt is the hidden terminal transmission probability

during the vulnerable period, S1ðxÞ is the size of H1, and it

can be derived from that the volume of d-D sphere with a

radius of Rint minus intersection volume of two spheres

with distance x. The intersection is composed of two

spherical caps which have a common cap base. The dis-

tance between the sender and the cap base is jc1j, the

distance from the receiver to the cap base is jc2j, and we

have

c1 ¼
x2 þ R2

cs � R2
int

2x
; c2 ¼

x2 � R2
cs þ R2

int

2x

Therefore, the generalized expression of S1ðxÞ for any

dimension is evaluated as [34].

S1ðxÞ ¼ VdðRintÞ � V
cap
d ðRcs; c1Þ � V

cap
d ðRint; c2Þ ð10Þ

where the volume of a sphere for a given radius Rg is

expressed as

VdðRgÞ ¼
pd=2

Cðd=2þ 1ÞR
d
g

where CðÞ is the standard Gamma function, and the volume

of a spherical cap for a given radius Rg is evaluated as

V
cap
d ðRg; c� 0Þ ¼ 1

2

pd=2

Cðd=2þ 1ÞR
d
gI1�c2=R2

g

d þ 1

2
;
1

2

� �

V
cap
d ðRg; c\0Þ ¼ pd=2

Cðd=2þ 1ÞR
d
g � V

cap
d ðRg;�cÞ

and the regularized incomplete beta function is given by

Iyða; bÞ ¼
R y

0
ta�1ð1� tÞb�1

dt
R 1

0
ta�1ð1� tÞb�1

dt

3.1.2 The impact of the fading channel

NRPFðxÞ represents the NRP taking the impact of Nak-

agami fading channel into consideration, and it equals the

probability that a packet is received successfully in the

absence of interference. As a result of [35], the expression

is given via calculating the probability that the received

power is greater than the reception threshold, which rep-

resents the average power at the transmission range R.

Then, NRPFðxÞ is as follows:
Fig. 7 Hidden terminal coverage affecting NRP H1
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NRPFðxÞ ¼ 1� mm

CðmÞ

Z ðx=RÞc

0

zm�1e�mzdz ð11Þ

where CðÞ is the standard Gamma function, m is the fading

parameter in the given receiving distance, c is the path loss

exponent which is usually empirically determined by field

measurements.

Therefore, the evaluation of NRP can be combined as

follows.

NRPðxÞ ¼ NRPHðxÞ � NRPFðxÞ ð12Þ

where x is the distance between the sender and the receiver.

3.2 PDR evaluation

3.2.1 The impact of the hidden terminals

In d-D broadcast wireless networks, the number and loca-

tions of nodes are random. Figure 8 presents four possible

scenarios, each with the different number of nodes in the

range r from the sender. In one subfigure, the origin O is

the sender transmitting packets, Ti (i� 1) receives a packet

from O, less than r ðr�RÞ from O. The shaded area

marked by HP , in which the transmissions of nodes would

interfere with at least one receiver receiving the packets

from O, is all Ti (i� 1)’s total interference coverage with

range Rint excluding O’s carrier sensing coverage with

range Rcs. Therefore, HP is regarded as the hidden ter-

minal coverage affecting PDR, and it is formally expressed

as follows.

HPðrÞ ¼
[Tr

i¼1

CðTi;RintÞ
\

CðO;RcsÞ ð13Þ

where Tr is the number of nodes within the distance r from

the sender, C(O, l) denotes the coverage of range l centered

at O, C is complement of C.

Since the network scenario is changing, the general

hidden terminal coverage affecting PDR is represented by

HgP whose size is the mean of HP in all scenarios. In line

with the definition of PDR, PDR with the impact of the

hidden terminals, in terms of PDRHðrÞ, equals the proba-

bility that all hidden terminals do not start to transmit

packet during the vulnerable period. So, PDRHðrÞ can be

expressed as

PDRHðrÞ ¼
X1

i¼0

ð1� ptÞiPrði;HgPÞ

¼
X1

i¼0

ð1� ptÞi
ðbSgPðrÞÞi

i!
e
�ðbSgP ðrÞÞ

¼ expð�ptbS
gPðrÞÞ

ð14Þ

where b is the nodes density, SgP is the size of HgP , and it

has no closed-form solution. We take the size of HP as a

random variable, in terms of SP . Then we perform multi

simulation trials to construct network scenarios that cover

sufficient patterns, then evaluate SP using MC method in

each trial. S1P , S2P , S3P , . . ., SnP are samples of SP in a

total of n trials. The mean SP , as shown in the Eq. (15), is

an estimate of SgP .

SP ¼ 1

n

Xn

i¼1

SiP ð15Þ

Description of the trial Given that the nodes follow the

Poisson process with the density b. First, we place a node

on the origin O as the sender and generate other broad-

casting nodes in d-D coordinates according to the Poisson

process algorithm described in [36]. The network area

(a) (b)

(c) (d)

Fig. 8 Hidden terminal coverage affecting PDR HP in different

scenarios
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where nodes are placed is large enough to ensure ran-

domness. Second, we pick the nodes Tis within the range r

from the sender to determine the hidden terminal coverage

according to the Eq. (13). Third, we adopt the MC method

to evaluate SP by evenly placing sampling points in the

sample area SA, which is a square or cube with side length

of LS. In each trial, we choose the minimum sample area

whose side length LS can be written as:

LS ¼ 2ðmaxðjjTiOjjÞ þ RintÞ; i ¼ 0; 1; 2; :::; Tr ð16Þ

where jjTiOjj is the distance from Ti to O, Rint is the

interference range, and Tr is the number of nodes within

the receiving range r of the sender. The probability

p ð0� p� 1Þ of the sampling points dropping in HP is the

statistic, which is the ratio of the number of sampling

points dropping in HP to the total number of sampling

points. p is also equal to the ratio of SP to the size of SA.

Therefore, SP is written as pLdS ðd 2 ½2; 3�Þ.

Evaluate the number of trials ne The standard deviation

of the sample mean value [37] is denoted by r SP

� �

, and

r SP

� �

¼ rðSPÞ=
ffiffiffi
n

p
, where rðSPÞ is the standard

deviation of the sample. Table 3 lists the relationship

between significant level, confidence level, and the normal

difference in terms of the three-sigma rule. The relative

error with the given confidence level is

es ¼
Xar SP

� �

SP
¼

Xar SP

� �

SP
ffiffiffi
n

p ð17Þ

where n is the number of trials. Therefore, in the case of the

given relative error e and the confidence level, the number

of trials ne can be evaluated as follows:

ne ¼
XarðSPÞ

eSP

0

@

1

A

2

ð18Þ

Evaluate SgPðrÞ with ne trials Fig. 9 shows the process

of evaluating SgPðrÞ with ne trials. We describe these steps

as follows.

(1) Initialize the number of trials n and the predefined

relative error e;

(2) Generate n individual samples via trials;

(3) Calculate the relative error es of n samples according

to the Eq. (17);

(4) If es � e, the sample mean value is considered to be

an estimate of SgPðrÞ;

(5) If es [ e, calculate the samples number ne required

using the Eq. (18). Then, we regenerate another

ðne � nÞ samples, and recalculate the relative error of

total ne samples;

(6) Continue the steps (4)–(5) until the relative error es is
not greater than e.

Evaluate p for each trial Because the sample area SA is a

square or cube with side length of LS centered on the

Table 3 Relationship between significant level, confidence level and

the normal difference

Significant level a Confidence level 1� a Normal difference Xa

0.3173 0.6827 1.0

0.0455 0.9545 2.0

0.0027 0.9973 3.0

Fig. 9 Evaluate SgPðrÞ with ne trials
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sender, therefore, the coordinates ðxi; yi; ziÞ of sampling

points are

xi ¼ � LS

2

� �

n; yi ¼ � LS

2

� �

n

zi ¼ � ðd � 2ÞLS
2

� �

n; d 2 ½2; 3�

8
>>><

>>>:

ð19Þ

where n is a uniformly distributed random number in (0,1).

According to the Eq. (13), a sampling point drops in HP

when the following two conditions are satisfied.

• The distance from the sampling point to the sender is

greater than Rcs;

• Exist a receiver with the distance from the sampling

point less than Rint.

Therefore, we design the random variable pðxi; yi; ziÞ as

follows

pðxi; yi; ziÞ ¼
1; if ith sampling point is in HP

0; else

(

Assuming there are M sampling points, the mean value �p

and the standard derivation rðpÞ are

�p ¼ 1

M

XM

i¼1

h xi; yi; zið Þ; rðpÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�pð1� �pÞ

p
ð20Þ

Given the relative error e and the confidence level, the

same method is used to determine the number of sampling

points required. Therefore, the estimation process for p is

as follows:

(1) Initialize the number M of sampling points and the

predefined relative error e;

(2) Generate M sampling points according to the

Eq. (19);

(3) Calculate the relative error ep with the given

confidence level:

ep ¼
Xar pð Þ
�p

ffiffiffiffiffi
M

p ¼ Xa

ffiffiffiffiffiffiffiffiffiffiffi
1� �p

�pM

s

ð21Þ

(4) If ep � e, the mean value is taken as an estimate of p;

(5) If ep [ e, calculate the number Me of sampling

points required according to the Eq. (22). Therefore,

we regenerate another ðMe �MÞ sampling points,

and recalculate the relative error of a total Me

sampling points;

Me ¼ ðXaÞ2
1� �p

e2�p
¼ ðXaÞ2

e2
1

�p
� 1

� �

ð22Þ

(6) Continue the steps (4)–(5) until the relative error is

not greater than e.

The execution time analysis Algorithm 1 describes the

overall process of solving SgPðrÞ. The overall process

includes ne trials with Mk
e sampling points in the kth trial.

In the kth trial, there will be generating broadcasting nodes,

picking the receiving nodes, generating sampling points,

and finding out the number of sampling points in the hid-

den terminal coverage. The execution time of these four

processes are t1, t2, t3 and t4, respectively. The fourth item

occupies most of the execution time. Therefore, the exe-

cution time for one trial is

T1 ¼ t1 þ t2 þ t3 þ t4 	 t4 	 Mk
eUt ð23Þ

where Ut represents the time to judge whether a sampling

point is in the hidden terminal coverage. Ut is regarded as a
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constant. Mk
e is different in each trial. The average number

of sampling points for one trial is

Mavg ¼
1

ne

Xne

k¼1

Mk
e ð24Þ

Therefore, the execution time of ne trials is written as

follows:

TP ¼ neMavgUt ð25Þ

3.2.2 The impact of the fading channel

Ma et al. [24] derived the expression of PDR considering

the impact of fading channel by converting d-D Poisson

Euclidean distance ordered node distribution to 1-D Pois-

son distribution. This paper refers to the expression of PDR

considering the impact of the fading channel in [24]. We

write it as shown in Eq. (26).

PDRFðrÞ ¼ e�bCdðrd�AÞ ð26Þ

where r is the receiving range from the sender, b is the

density of nodes, and

Cd ¼

pd=2

ðd=2Þ! ; for even d

pðd�1Þ=22dðd � 1

2
Þ!

d!
; for odd d

8
>>>><

>>>>:

and

A ¼
Z w¼rd

w¼0

1� mm

CðmÞ

Z ð
ffiffiffi
wd

p
=RÞc

0

zm�1e�mzdz

" #

dw

The overall PDR can be expressed as the following form.

PDRðrÞ ¼ PDRHðrÞ � PDRFðrÞ ð27Þ

3.3 PRR evaluation

PRR is the proportion of nodes receiving successfully in

the total receiving nodes within the receiving range r from

the sender. The total number of nodes in the receiving

range is the product of the density of the nodes b and the

size of the receiving area. We have derived the probabili-

ties NRPs of individual node successfully receiving a

packet from the sender. Because the average number of

nodes within an incremental coverage dx is bdx, and the

average number of nodes in dx that successfully receive the

packet from the sender equals NRPðxÞbdx. Therefore, the
average number of nodes that receive the packet success-

fully over the receiving range r ð0\r�RÞ from the sender

is equal to the integration of the NRP of all nodes within an

incremental range. Therefore, the general expression of

PRR is as follows:

PRRðrÞ ¼ d

rd

Z r

0

NRPðxÞxd�1dx ð28Þ

4 Multi-parameter optimization scheme

4.1 Optimization problem definition

The QoS constraint transmission capacity (TC) [38] is

defined as the number of nodes (NROI) in the region of

interest (ROI) of the sender times the maximum beacon

generation rate (k) at which each source node transmits

with optimized communication settings for a specific

application such that the awareness of its one-hop sur-

rounding nodes can be achieved with the required QoS. As

the NROI would not change in a short time, the problem of

maximizing the TC could be transferred to get the highest

beacon generation rate kmax. At the same time, choosing a

bigger k is not always good because the probability of

packet collision would increase and then reduce the relia-

bility of the network, such as PRR. Thus, the multi-pa-

rameter optimization problem could be formulated as

follows:

kmax ¼ argmax TCðNROI ; kÞ

subject to PRRðk;W ;RdÞ�D
ð29Þ

where W is the back-off window size, Rd represents data

rate, and D is the PRR threshold which stands for the

application reliability requirements.

4.2 Optimization algorithm based on BBPSO

According to the definition of the optimization problem, a

relatively high reliability threshold should be guaranteed

first [39], then it is worthwhile to maximize the k. Because
there are couples of parameters that could be adjusted and

their combination would be enormous or even infinite, so it

is necessary to apply a heuristic algorithm to solve the

problem. We apply BBPSO, which is different from the

conventional PSO of [26]. Compared with other heuristic-

based algorithms (such as, conventional PSO [40], simu-

lated annealing [41], ant colony optimization [42] and so

on), there is no any parameters that need to be predefined in

BBPSO [43], which makes the algorithm less intuitive.

In this paper, we consider three transmission parameters

and combine their value into a tuple (k;W ;Rd), which

could be treated as a point in the solution space

(k 2 ½5; 40� Hz;W 2 ½15; 1023� l s, Rd 2 ½3; 54� Mbps)

[26]. It is necessary to check whether PRR can be satisfied
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first via randomly setting several points [26]. If there is a

PRR higher than the threshold D, then maximize k. But if
no PRR is higher than D, it indicates that the system cannot

meet the QoS requirements of the application. Then other

measures should be adopted beyond the scope of this paper.

The iteration functions of BBPSO are show below,

X
ðkþ1Þ
i ¼ Nðl; r2i Þ; li ¼ ðXðkÞ

i;pbest þ X
ðkÞ
gbestÞ=2

ri ¼ jXðkÞ
ði;pbestÞ � X

ðkÞ
gbestj

ð30Þ

where N represents the Gaussian distribution, X
ðkÞ
i is the ith

particle (combination of ðk;W ;RdÞ) at kth iteration, the

X
ðkÞ
i;pbest is the best historical location of the ith particle and

X
ðkÞ
gbest is the best historical global solution. Each iteration

selects a set of particles that satisfy the condition PRR[D,

then the particles in this set compare their k with X
ðkÞ
i;pbest

and X
ðkÞ
gbest. If the k is bigger in this set, update X

ðkÞ
i;pbest and

X
ðkÞ
gbest. Algorithm 2 shows the multi-parameter optimiza-

tion process based on BBPSO.

5 The experimental validation

We have performed numerous experiments. For compact-

ness of presentation, a brief outline of the experiment

schemes and the results are discussed below.

5.1 Experimental settings

Table 4 presents the experimental environment, the pro-

gramming languages with the version for implementing a

function. During the theoretical computation, we write a

MATLAB program to implement the fixed-point iteration

process for calculating pt. Another MATLAB program is

used to implement the MC method evaluating SgP .

Moreover, we use the Python programming language to

calculate NRPs/PDRs/PRRs and implement the optimiza-

tion algorithm based on BBPSO. Furthermore, we adopt

NS2.35 to do simulation and analyze the NRPs/PDRs/PRRs

from the trace files.

The experiment covers network situations from 1-D to

3-D. A 1-D broadcast area is assumed as a signal lane of

5000 m. The 2-D broadcast network is abstracted to a

circular coverage with a radius of 1500 m. The 3-D

broadcast network is realized in the spherical area with a

range of 1000 m. We design three nodes densities with

b ðnodes=km2Þ equal to 100, 150, and 200, for the 2-D

case, and three nodes densities with b ðnodes=km3Þ equal
to 120, 420, and 720, for the 3-D networks, respectively.

We choose 25 receiving ranges with r equals 10 m to 490

m at an interval of 20 m to evaluate the reliability metrics.

Then, 1000 trials are executed for each receiving range at

every density. Table 5 lists the parameter settings for the

MC method and wireless network. With the same com-

munication settings, we compare NRPs/PDRs/PRRs from

the computation and the NS2.35 simulation, and the com-

putation of PDRs benefits the implementation of the MC

method. Finally, we implement the multi-parameter opti-

mization based on BBPSO.

5.2 Asymptotic behavior of S�

In each trial, SP is obtained by generating uniformly

distributed sampling points in the sample area SA. The

more sampling points, the longer the execution time. Thus

we need to minimize the number of sampling points. Fig-

ure 10 presents the comparisons of asymptotic behavior of

SP in the 2-D scenario with a density of 100 (nodes/km2).

The relative errors ep are calculated with the confidence

level 95.45%. It is not difficult to find that the larger the

sampling area, the larger the relative error with the same
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number of sampling points. Therefore, in each trial, we

choose the smallest sampling area whose side length is

shown as the Eq. (16). At the same time, the larger the

receiving range, the smaller the relative error with the same

number of sampling points. This can be inferred from

Eq. (21). Moreover, we can find that the number of sam-

pling points at which one can estimate SP accurately.

5.3 Asymptotic behavior of S�

Based on the experiment results, we plot the data-based

histogram of SP from 1000 trials to better understand the

characteristics of HPs, then compare with the probability

density function (PDF) of Gaussian distribution. Figure 11

gives the comparison results with the receiving range of

450 m and the nodes density of 100 nodes/km2. Therefore,

the random variable SP belongs to a normal distribution:

Table 4 Experimental platform,

programming languages and

tools

Module or languages Model or function

Mainboard MS-179B (100 Series/C230 Series Chipset Family-A152)

Hard drive Samsung MZVLW128HEGR-00000 (128G/SSD)

CPU Intel(R) Core(TM) i5-7300HQ CPU @2.50 GHz

Memory 8.0 GB (Samsung DDR4 2400 MHz)

OS Ubuntu 18.04

Matlab 2016b Implement fixed-point iteration for pt and MC method for SgP

Python 2.7 Calculate NRPs/PDRs/PRRs theo- retically and implement optimization

NS2.35 Simulate a wireless broadcast network

Table 5 Parameter settings for the MC method and wireless networks

Parameters Values

Predefined relative error e for ep 1%

Predefined relative error e for es 1%

Confidence level 95.45%

Transmission range R 500 m

Carrier sensing range Rcs 500 m

Interference range Rint 500 m

Packet length PA 200 bytes

Data rate Rd 24 Mbps

Slot time tslot 16 ls

PHY preamble TH1 40 ls

Packet generation interval k 0.1 s

MAC header TH2 272 bits

PLCP header TH3 4 ls

CW W-1 15

Path loss exponent c 2

Fading parameter m if x\50 m 3

Fading parameter m if 50 m � x\150 m 1.5

Fading parameter m if x� 150 m 1

Fig. 10 Asymptotic behavior of SP and number of sampling points

versus relative errors ep

Fig. 11 Data-based histogram of SPs versus PDF of normal

distribution (r ¼ 450 m, b ¼ 100 nodes=km2)
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SP 
Nðl; r2Þ ð31Þ

where SP and rðSPÞ are unbiased estimation of l and r,

respectively. The same distribution can also be observed

for other receiving distances and nodes densities.

We examine the asymptotic properties of SP with the

increase in the trials number (see Fig. 12), to investigate

the number of trials at which one can estimate SgP accu-

rately without fitting the data to a distribution. Figure 12

also presents the 2-sigma upper envelope curve and the

2-sigma lower envelope curve. As shown in Fig. 12, ne
denotes the number of trials with the given relative error of

0.01. Furthermore, Fig. 13 shows 965 observations with ne
trials for relative error of 0.01. Almost all observations fall

within the 2-sigma confidence interval.

5.4 The number of sampling points
and the number of trials

The more trials, the smaller the relative error and the longer

the execution time. Figure 14 shows the number of trials

with relative error es of 0.01 for the 2-D case and 3-D

scenario. We observe that the fewer trials are required with

the increase in the receiving ranges and the nodes densities.

In each trial, the number of sampling points is different for

the same relative error because the nodes positions change.

Mk
e represents the number of sampling points in the kth

trial, and Mavg represents the average number of sampling

points. Mk
e is 0 if there are no receiving nodes within the

receiving range r. Based on these experiment results,

Fig. 15 demonstrates Mavg against increasing receiving

ranges and nodes densities for the 2-D case and 3-D sce-

nario. It illustrates that as the receiving range increases

Mavg increases firstly, and soon, it decreases. Since the

situation that there is no receiving node often occurs near

the sender (e.g., less than 100), resulting in the number of

sampling points being 0.

5.5 Execution time of the MC method

We record the base unit time Ut which represents the time

for determining whether a sampling point is in HP . We

also count the total execution time of ne trials for ep of 0.01
and es of 0.01. When es [ 0:01, we perform another ðne �
1000Þ trials. Figures 16 and 17 plot Ut and the total exe-

cution time with increasing receiving distances in the 2-D

case and 3-D scenario, respectively. The total execution time

is Mavg � ne � Ut. We witness that the total execution time
Fig. 12 Asymptotic behavior of SP and relative error es versus the

number of trials (r ¼ 450 m, b ¼ 100 nodes=km2)

Fig. 13 Observations of SP with ne trials and relative error es of 0.01

(r ¼ 450 m, b ¼ 100 nodes=km2)

Fig. 14 Trials number with relative error es of 0.01 in the 2-D and 3-D

case
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is mainly affected by the number of trials and the number of

sampling points. Ut can be regarded as a constant compared

to the number of trials and the number of sampling points.

Therefore, an evaluation for a near receiving distance

and a low node density is usually the worst case.

Decreasing the number of trials or the number of sampling

points can speed up execution. The more the number of

sampling points in each trial, the more accurate SP is. The

Eq. (18) shows that the number of trials with es of 0.01 is

four times that with es of 0.02. Properly increasing the

relative error es is a better solution for speeding up

execution.

5.6 NRP/PDR/PRR results

We place 500 broadcast nodes in each defined network

area. The six group results in Fig. 18 show the theoretical

results and simulation results of NRPs/PDRs/PRRs with

different receiving distances. In Fig. 18, the two data

results with the slowest drop represent the PRRs from

theoretical analysis and simulation. The two data results in

the middle are the NRPs. The two fastest falling data

results correspond to the PDRs. The data trends indicate

that the farther the receiving nodes are from the sender, the

smaller the probabilities of successfully receiving a packet.

The analytical results expressed by the solid lines practi-

cally coincide with the simulation results represented by

the symbols. Furthermore, PDRs go down dramatically

when the receiving range goes up, PDRs are nearly zero

when the distance is 300 m. Figures 19 and 20 compare the

theoretical values and simulation values of NRPs/PDRs/

PRRs in the 2-D and 3-D scenarios, respectively. The same

conclusions can be obtained with the results of the 1-D

case. Furthermore, we compute the relative errors (AE for

average error and ME for maximum error) between the

simulation results and the theoretical results, as shown in

Table 6. These results illustrate that the analytical frame-

work is accurate enough.

Fig. 15 Average number of sampling points with relative error ep of

0.01 in the 2-D and 3-D case

Fig. 16 Ut and the total execution time with ep of 0.01 and es of 0.01
in the 2-D case

Fig. 17 Ut and the total execution time with ep of 0.01 and es of 0.01
in the 3-D case

Fig. 18 NRPs/PDRs/PRRs of 1-D broadcast wireless networks
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5.7 Multi-parameter optimization results

We place 300 nodes in the 3-D spherical area with the

radius of 500 m (573 nodes/km3), and the range of ROI is

set 300 m. Figure 21 illustrates the optimization process in

the specific condition. The dotted line shows the PRR

threshold. The parameters in each iteration are shown at the

top, the solid line is the k, the dashed line represents the

PRR. We observe that the optimization algorithm can find

the maximum k in couples of iteration, and the PRRs are

constrained over the threshold. The effect of the opti-

mization is shown in Fig. 22. The dashed line shows the

PRR with optimized parameters (k ¼ 8 Hz;W ¼ 513 l
s,Rd ¼ 54 Mbps) and the solid line represents the PRR with

original parameters (k ¼ 10 Hz;W ¼ 15 l
s,Rd ¼ 24 Mbps). Moreover, the maximum improvement

of the PRR reaches 10.4% when the distance equals 300 m.

6 Conclusions

In the present work, we programmed to compare the

interference-based analytical method with the deterministic

distance-based analytical method, both of which are used to

estimate the reliability of IEEE 802.11 based 1-D broadcast

Fig. 19 NRPs/PDRs/PRRs of 2-D broadcast wireless networks

Fig. 20 NRPs/PDRs/PRRs of 3-D broadcast wireless networks

Table 6 The relative errors of NRPs/PDRs/PRRs between computa-

tion and simulation results

1-D 2-D 3-D

AE (%) ME (%) AE (%) ME (%) AE (%) ME (%)

NRP 0.91 4.32 1.14 4.58 1.84 4.22

PRR 0.73 1.47 0.75 1.70 1.64 3.52

PDR 1.84 6.16 1.94 6.91 3.38 7.95

Fig. 21 Optimization process

Fig. 22 Effect of optimization on PRRs
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wireless networks. The results showed that the determin-

istic distance-based analytical model was reasonable. Then,

we proposed a reliability analytical framework evaluating

NRPs/PDRs/PRRs for d-D wireless broadcast networks.

The framework took the fading channel and the hidden

terminal problem into consideration. In the face of the

major challenge caused by the complicated geometric

characteristics of hidden terminal coverage in high

dimensions, this paper proposed a mathematical approach

to calculate the size of the hidden terminal coverage

affecting NRP so that the general closed-form expression

of NRP/PRR can be derived. At the same time, this paper

adopted the MC method to solve the size of general hidden

terminal coverage affecting PDR, which is an irregular area

and changes with different scenarios, eliminating the key

difficulty of PDR derivation. Finally, we introduced the

multi-parameter optimization scheme based on BBPSO to

ensure reliability, as well as maximize the transmission

capacity.

We analyzed the effectiveness and accuracy of the MC

method experimentally. The results illustrated that the

number of trials and the number of sampling points would

decrease with the receiving distances and the nodes den-

sities. For the worst-case with small receiving distance and

low nodes density, we can appropriately reduce the number

of trials to improve efficiency. We conducted cross-vali-

dation experiments for 1-D/2-D/3-D wireless broadcast

scenarios between the theoretical analysis and NS2.35

simulation. The results showed that the analytical results

were consistent with the statistical results of the simulation.

We also witnessed that the multi-parameter optimization

scheme can find the optimum settings for the network

based on the feedback of the analytical framework. The

above study is useful to improve the performance of

wireless broadcast networks based on IEEE 802.11 in the

presence of fading and hidden terminals.

Acknowledgements We thank anonymous reviewers for their

invaluable comments and suggestions on improving this work. This

work is supported by the National Natural Science Foundation of

China (NSFC) (Grant No. 61572150), and Central Fund of Dalian

University of Technology (No. DUT17RC(3)097).

Appendix A PDR/PRR results
of the interference-based model
and the deterministic distance-based model

Figures 23, 24, 25, 26, 27, 28, 29 and 30 present PDR/

PRR results of the interference-based model and the

deterministic distance-based model with the data rate of 3

Mbps, 6 Mbps, 12 Mbps, and 24 Mbps. PRR results show

the same behavior with NRP in Sect. 2.4. We witness that

PDRs are almost identical in the low-to-medium density

Fig. 23 PRR comparisons of the two models with the data rate of 3

Mbps

Fig. 24 PRR comparisons of the two models with the data rate of 6

Mbps

Fig. 25 PRR comparisons of the two models with the data rate of 12

Mbps
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at each data rate. When the density increases, the deter-

ministic distance model obtains better PDRs. This is

because that the hidden terminals beyond the interference

range in the deterministic distance-based analytical model

do not be considered. But in the interference-based model,

they can also lead to reception failure. At the same time,

the definition of PDR shows that it is the most stringent

evaluation metric which requires that a packet is received

successfully by all neighbors. Therefore, the phenomenon

happens.

Fig. 26 PRR comparisons of the two models with the data rate of 24

Mbps

Fig. 27 PDR comparisons of the two models with the data rate of 3

Mbps

Fig. 28 PDR comparisons of the two models with the data rate of 6

Mbps

Fig. 29 PDR comparisons of the two models with the data rate of 12

Mbps

Fig. 30 PDR comparisons of the two models with the data rate of 24

Mbps
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