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Abstract—In a vehicular ad hoc network (VANET) based on
IEEE 802.11p, the performance of the communication link is
heavily influenced by interference. To quantify the impact of
interference, analytical models usually explicitly or implicitly
assumed the interference range beyond which interference is
ignored. We find that the potential maximum interference range
should be related to the minimum interference power that
the device can perceive. However, most previous works on
VANET performance modeling simply assumed a fixed interfer-
ence range. The most recently proposed effective interference
range dependent on the signal-to-interference-and-noise ratio
(SINR) threshold may appear to exceed the potential maximum
interference range, resulting in an overestimation of the impact
of interference. This paper proposes the SINR related Effective
Distance Constrained by the Maximum interference range-based
(SED-CM) model for IEEE 802.11p VANET performance eval-
uation on the Highway. First, we give the potential maximum
interference range setting by studying the empirical distribution
of interference distance corresponding to the minimum interfer-
ence power in NS2 simulation. The performance metrics are then
derived. The proposed SED-CM model is further extended to the
intersection scenario. We conducted extensive NS2 simulations to
evaluate the proposed model and compare it with three typical
models. Results show that the SED-CM model presents the best
evaluation ability. Moreover, we experimentally analyzed the
effect of vehicle speed on the performance of VANET by mapping
the vehicle speed to the vehicle density. Results show that a faster
beacon rate is required to meet the reliability requirement of
safety applications with the increase in vehicle speed.

Index Terms—IEEE 802.11p, Signal-to-interference-and-noise
ratio, Reliability, Dedicated short-range communication

I. INTRODUCTION

A. Motivation

Vehicular ad hoc network (VANET) is the underlying
communication technology to provide many safety services
for intelligent transportation systems (ITS) [1]. In 2010, the
IEEE published the wireless access in vehicular environment
(WAVE) amendment to enable direct and short-range com-
munications (DSRC) between vehicles [2]. The amendment
was formally standardized as IEEE 802.11p, which defined
many communication parameters that can be adjusted within
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a limited range separately or in combination [3], [4] to ensure
the high quality of service (QoS) and low latency requirements
of safety services in different environments. For example,
beacon messages are generated periodically, and the generation
rate λ is defined 10 Hz [3] in IEEE 802.11p, which can not
always meet the reliability requirement. Eight data rates Rd

corresponding to the adopted modulation and coding schemes
(MCSs) vary from 3 Mbps to 27 Mbps, and they could be
switched by setting the available transmit power in the physical
(PHY) layer [5]. Carrier sensing threshold controls the carrier
sensing range, which could be set in the PHY/MAC layers to
any value [6] to achieve the target demand for throughput or
reliability of the system. These parameters together affect the
performance of the network and their adaptation and trade-
off are critical issues. It is expected that the communication
parameters, impact factors and traffic environments, etc., in
the real-world system are accurately fed to QoS analytical
model. Then VANET could adapt these parameters relying on
the immediate predict capacity of the analytical models.

IEEE 802.11p defines carrier sense multiple access with
collision avoidance (CSMA/CA) as the basic channel access
mechanism. The CSMA/CA without ”Request To Send/Clear
To Send (RTS/CTS)” [7] is used for broadcast communication
of VANET. In this way, interference heavily influenced the
performance of VANET. Due to CSMA, the concurrent trans-
missions within the sensing range and the hidden terminals
beyond the sensing range are two types of interference that
reduce the signal-to-interference-and-noise ratio (SINR). The
concurrent transmissions could cause interference if the back-
off counter is zero as the backoff counter of the tagged sender
simultaneously. The hidden terminals could cause interference
since CSMA has no effective collision avoidance mechanism
to deal with. The interference occurs when the transmission of
hidden terminals overlaps with the transmission of the intended
sender in part or whole. The interference probability in the
case relates closely with the length of packet transmission
time, which is different from the concurrent collision in that
the backoff counters reach zero. Moreover, the interference
analysis encounters the minor modeling uncertainties [8] since
reference changes over time under the impact of the CSMA,
the imperfect channel, and the changing traffic environments.

Various models for IEEE 802.11p VANET performance
evaluation have been constructed by applying stochastic ge-
ometry or probability modeling to the interference analysis.
We classify these analytical models into four types, the De-
terministic Distance-based (DD) model, the SINR Probability
Derivation-based (SPD) model, the SINR related Effective
Distance-based (SED) model, and the stochastic geometry-
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based model. As the signal attenuates with distance, there is
a key issue on how far interference should be incorporated
into the analytical model. These existing modes explicitly
or implicitly assumed the interference range beyond which
interference is ignored. The DD model [9], [10] assumed
the interference range equals the sensing range, irrespective
of the location of the receiver. The SPD [11], [12] model
took the interference within twice the sensing range of the
intended transmitter into account, the interference range is
approximately equal to the sensing range. The typical stochas-
tic geometry-based model [13] evaluated the transmission
success probability using an evaluator based on Matérn Hard-
core process. The interference range does not exceed the
size (length) of the simulation scene. The recently proposed
SED model [2], [14] adopted the effective interference range
depending on the SINR threshold. These researches will be
explained in further detail in Section I-B related work. The
signal is the actual interference if its power is greater than
or equal to the minimum interference power that the device
can perceive depending on specific hardware features [15],
[16]. The minimum interference power reveals the potential
maximum interference range. However, the above interference
range assumptions did not consider the maximum interference
range leading to overestimating the impact of interference or
underestimating the effect.

How to determine the maximum interference range is an
important problem to be solved. We research the setting of
the maximum interference range, the impact of the maximum
interference range and focus on improving the accuracy of
the analysis model in the one-dimensional (1D) Highway
and two-dimensional (2D) intersection scenarios. [17] has
verified that the NS2 simulator could accurately model the
MAC and PHY associated with an IEEE 802.11 hardware
implementation. In this way, it is feasible to use simulation
as the primary investigative tool. We determine the setting of
maximum interference range by obtaining the distribution of
interference distance in NS2, and propose the SINR related
Effective Distance Constrained by the Maximum interference
range-based (SED-CM) analytical model. The proposed model
is the extension of the SED analytical model [14], general
and efficient. Then we extend the SED-CM model of the 1D
Highway to a 2D intersection scenario by combining more
interference areas. In addition, we comprehensively study the
effect of vehicle speed on the performance of the system by
mapping the vehicle speed to vehicle density, exploring and
facilitating the provision of optimization schemes.

B. Related work

The analytical models play an important role in the opti-
mization and congestion control scheme since they provide
timely QoS metrics for comparison. For example, [18] de-
veloped an optimization scheme to find optimal beacon rates
by a utility maximization framework which accounted for the
reliability of safety messages and maintaining the accuracy
of awareness. [3] proposed a joint adaptation scheme of the
beacon rate and power, relying on an altruistic short-term
prediction algorithm to estimate the vehicular density, enabling

a significant enhancement in terms of channel busy ratio and
awareness among vehicles. [10] proposed a multi-object multi-
parameter optimization scheme based on Bare Bones Particle
Swarm Optimization (BBPSO) algorithm to maximize the
transmission capacity and minimize the delay while satisfying
the reliability requirement of safety application in dynamically
changing environments. Moreover, the comparison work be-
tween DSRC and other protocols has been done based on their
analysis. [5] theoretically analyzed IEEE 802.11p and LTE-
V2V with resource allocations performed by the infrastructure,
and comparison between analysis results showed that IEEE
802.11p has better performance at a short distance, but LTE-
V2V has better capacity at a larger awareness range in a
common scenario with consistent settings.

The DD models have been widely used to evaluate com-
munication reliability of VANET and awareness capacity of
safety applications in the 1D Highway [5], [9], [18]–[22], 2D
intersection [23], and general d-dimensional (1 ≤ d ≤ 3)
scenes [10]. The model usually assumed that the interference
range denoted by rFix

I is equal to the sensing range rE,
meaning that the mean minimum interference power equals
the sensing threshold by the path loss law. The DD models
assumed that an interferer within the interference range would
deterministically make the reception fail, thus, they evaluated
the impact of interference on reliability by calculating the
interference probability of hidden terminals and concurrent
transmissions. The models are efficient, but it is not feasible
to apply the models in the changing network environments.
On the one hand, the models may overestimate the effect of
interference within the interference range assumption since the
SINR distribution is not considered. On the other hand, the
models may underestimate the interference due to ignoring
the interference beyond rFix

I . It is difficult to determine the
error trend between this model and the actual system.

Ni et al. [11], Ma et al. [24] and Zhao et. al. [12] built
the SPD model to derive the SINR distribution by assuming
the log-normal or non-homogeneous poisson process (NHPP)
vehicle distribution, CSMA mechanism, and Nakagami fading,
and approximated the reliability metrics and link capacity
based on the SINR distribution. These models took the trans-
mission of the nodes within 2rE of the intended transmitter
as the interference of receivers. Thus, for the receiver on the
right of the sender which is the origin, the interference range
on the left around the receiver denoted by rAsy−1

I equals
2rE + dS, where dS is the distance between the sender and
the receiver, and the interference range on the right around
the receiver denoted by rAsy−2

I equals 2rE − dS. At the same
time, the models accumulated the interference power to the
interference only if the interference power was greater than
or equal to the sensing threshold. In this way, the mean
minimum interference power considered in the models is
approximately equal to the sensing threshold. The models may
underestimate the interference since they did not consider the
interference beyond the interference range assumption. The
models are not suitable for optimization of VANET since they
are computationally intensive, involving multiple integrals and
convolutions.

Stochastic geometry is a popular tool to characterize SINR
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Fig. 1: The different interference range assumption, rE =
500 m, θ = 14 dB

and the related performance metrics of wireless networks,
e.g., error probability [25], outage probability [25], coverage
probability [26], [27], transmission rate [26], transmission
success probability [28], packet loss probability [29], and
so on. The interference protection of CSMA protocol brings
difficulties to modeling CSMA and deriving closed-form ex-
pressions of performance metrics by stochastic geometry. [13]
proposed an evaluator based on a hard-core process to count
the transmission success probability of communication link,
considering the interference protection of CSMA and the
concurrent transmission within the sensing range. The model
does not explicitly give the interference range assumption,
which could be controlled by setting the minimum power
for interference accumulation. However, the evaluator runs
in a circle lane with a perimeter of 10000 m, meaning that
the interference range can be up to and not exceed 10000
m. Although the interference range is much larger than the
interference range assumption of the DD and SPD models,
whether it is large enough is a question. In addition, two issues
limit the application of this estimator. On the one hand, the
parameters used in the evaluator rely on the statistical value
in NS2. On the other hand, the model could not characterize
the impact of the hidden terminal because it did not relate to
packet transmission time precisely.

Recently, the SED model proposed in [2], [14] conducted
SINR analysis of IEEE 802.11p VANET by converting the
SINR distribution derivation to estimating the effective inter-
ference area depending on the SINR threshold, then derived
reliability metrics and channel capacity. The SED model
is more general and faster because it considered the SINR
distribution and integrated the efficiency of the DD model.
Two kinds of effective distance are given. rEff−1

I presents such
effective interference distance within which the transmission
of one node will deterministically make SINR less a given
threshold θ, resulting in the reception failure. The SINR
is simplified to a signal-to-interference ratio (SIR) in the
presence of interference. Then, we can calculate rEff−1

I by
the path loss law and the definition of SIR, we have

SIR =
PtGtGrη( d0dS )α

PtGtGrη(d0dI )α
≤ θ, (1)

then,
dI ≤ θ

1
α dS, and rEff−1

I = θ
1
α dS (2)

where Pt is the transmit power, Gt is the transmitter gain, Gr

is the receiver gain, η = (c/4πd0f)α is a dimensionless con-
stant in the path loss law determined by the carrier frequency f
and the reference distance d0 for the antenna far field. c is the
speed of light. α is the path loss exponent, which is usually
obtained by actual measurement. Generally, α is 2 for free
space environments, 1.6-1.8 for sight distance environments,
and 2.7-5 for obstacle environments or urban areas. dS is the
receiving distance, dI is the interference distance. rEff−1

I is
the distance between the receiver and the farthest interferer
whose transmission makes SIR equaling the SIR threshold.
Another possible interference case making the SIR less than
the threshold is that there is an interferer on the left and right
sides of the sender, respectively. Similar to rEff−1

I , rEff−2
I is

the distance between the receiver and the farthest interferer in
this case. We have the following inequality.

SIR =
PtGtGrη( d0dS )α

2PtGtGrη(d0dI )α
≤ θ, (3)

then
dI ≤ (2θ)

1
α dS, and rEff−2

I = (2θ)
1
α dS (4)

Obviously, rEff−2
I > rEff−1

I .
(2) and (4) show that the effective interference ranges

increase linearly with the receiving distance and the slope
is greater with a larger SINR threshold. Fig. 1 presents the
interference range assumptions of the DD, SPD, and SED
models with the sensing range of 500 m and SINR threshold
of 14 dB. Obviously, the effective interference range is slightly
smaller than the sensing range at close range, but it quickly
increases to be larger than the sensing range assumptions of
DD and SPD models, and the gap is larger with a larger SINR
threshold. Such a large effective interference range results in
interference that is less than the device can detect may be
included, thereby overestimating the impact of interference. It
is more reasonable to limit the effective interference range to
be smaller than the maximum interference range. Moreover,
[14]’s experiment explicitly adopted 5000 m as an upper limit
of rEff−1

I of SED model. In subsequent comparisons, we also
adopted 5000 m as an upper limit of rEff−1

I of the SED model.
In summary, the model in this paper differs from our

previous work in [12], which built the SPD model to derive
the SINR distribution within the twice sensing ranges of
the tagged sender. The model in [12] is time-cost because
multiple integrals and convolutions are involved. Moreover,
the model in the paper extends the research [14], of which
we are co-authors. Both models derive performance metrics
by estimating the effective interference area depending on the
SINR threshold. Compared with [14], the effective interference
area in the model does not increase infinitely and should be
less than the potential maximum interference range, motivating
a more precise interference analysis.

C. Contributions
The main contributions of the paper are summarized as

follows.
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Fig. 2: General interference model for 802.11p VANET on the
Highway

1) We obtain the interference distance distribution by NS2
simulation and give the maximum interference range set-
ting of the analytical model for IEEE 802.11p VANET.

2) We propose the SINR related Effective Distance Con-
strained by Maximum interference range-based (SED-
CM) model, which drives a more accurate evaluation on
the impact of interference. The utility of the model is
validated through the cross-validation experiments with
NS2 simulation and the comparison experiments with
previous models.

3) We extend the SED-CM model to the intersection sce-
nario for performance evaluation. Compared with the 1D
scenario, more interference areas are considered.

4) We conduct experiments to analyze the impact of speed
on the performance of the network. The optimal beacon
rates are witnessed at the given vehicle speed consider-
ing the awareness probability of safety applications and
the channel busy ratio.

D. Organizations

The remainder of the paper is structured as follows. Section
II presents problem formulation and describes the related
background models on the packet reception procedure and
channel fading in the PHY layer, as well as channel access
mechanism in the MAC layer. Section III introduces the NS2
simulation settings, experimentally compares and discusses
the stationary and mobility scenarios simulations as well as
different PHY layer strategies, and provides the relationship
between vehicle speed and density by fitting the data of
SUMO and the Greenshields model. Section IV presents the
interference distance distribution in NS2 and gives maximum
interference range setting. Section V presents the proposed
SED-CM model for IEEE 802.11p VANET performance eval-
uation in a 1D Highway scenario. The model is extended to
the intersection scenario in Section VI. Section VII presents
the experiment results. The paper is concluded in Section VIII.

II. PROBLEM FORMULATION AND BACKGROUND MODEL

A. Problem formulation

We consider the IEEE 802.11p VANET at 1D Highway.
The interference model is abstracted as shown in Fig. 2. The
horizontal straight line represents the Highway, and the dots on
the line represent vehicles that periodically broadcast/receive
basic safety messages (BSMs) to/from nearby vehicles. These
messages are expected to be delivered with high quality
and low latency to ensure upper-layer safety applications.

However, due to channel attenuation, channel access lacks
central control, and there is no RTS/CTS mechanism, packet
loss would occur and would be severe under inappropriate
communication settings. In this way, based on the parameter
settings and the vehicular environments, we construct the
analytical model for VANET, which could derive MAC layer
metrics point-to-point packet reception probability (PRP),
packet reception ratio (PRR), channel busy ratio (CBR), and
awareness probability (PA) of safety applications, paving the
way to network planning and optimization.

As shown in Fig. 2, rE and rC denote the sensing range and
communication range of the sender S1, respectively, where
rC ≤ rE [12]. dS is the distance between the tagged sender
S1 and the receiver RS1

. S2 and S3 are the transmitters who
send as S1 at the same time, thus, they are the interferer of S1,
interfering RS1 receiving the packet of S1. rI is the potential
maximum interference range around the receiver, which is
determined by (5).

rI = min(d0
α
√
PtGtGrη/Ith, Imax) (5)

where Ith denotes the minimum interference power, Imax

is such interference range after which the distribution of
interference distance changes slightly. We will explain (5)
in Section IV. dI presents the interference distance between
the receiver RS1

and the interferer S2. rEff−1
I is the farthest

interference distance in which one interferer could make SINR
less than the SINR threshold, calculated by (2). rEff−2

I is the
farthest interference distance in which two interferers could
make SINR less than SINR threshold, calculated by (4).

To facilitate analysis, we make the following assumptions.
1) All vehicles are treated as homogeneous with identical
vehicle length LV and the same communication parameters,
e.g., transmission power Pt, data rate Rd, and so on. 2) All
vehicles have equal sensing range rE, communication range
rC, and interference range rI. 3) We consider these vehicles
following the homogeneous Poisson process (HPP) with the
density β. 4) At each vehicle, the time interval between
the arrival of two consecutive packets follows Exponential
distribution with the rate λ (Hz). 5) The queue length of
packets at each node is unlimited. In this way, each node can
be modeled as a discrete-time Markov arrival/General service
distribution/one service channel (M/G/1) queue [9]. 6) We
adopt Nakagami fading model to evaluate the impact of the
imperfect channel. 7) We do not consider the capture effect
and successive interference cancellation (SIC) [30]. 8) We do
not consider the impact of vehicle mobility on the performance
of communication link in the MAC layer. On the one hand,
the node is almost stationary within one packet transmission
duration, which is usually less than 1 ms [13]. On the other
hand, the measured packet loss rate (PLR) is not sensitive to
Doppler spread at different vehicular speed settings [31]. Thus,
the impact of mobility on the link can be neglected. 9) The
vehicle speed acts on the tolerance time window for safety
applications [32]. We will adopt the Greenshields model to
represent the vehicle speed at the given density by assuming
that the vehicle density is independent of the vehicle speed
[33], [34]. Then the reliability of the safety application and the
impact of speed on the safety application can be measured.
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B. Packet reception model
When multiple packets arrive at the receiver at the same

time, for any one signal, the sum of all other ongoing signals
is regarded as interference. Then the condition for a packet to
be received is that the SINR is greater than the SINR threshold,
and the received power is greater than the received power
threshold. SINR = Pr/(SI + N0), where Pr is the receiving
power of the intended packet, SI is the sum of the received
power (i.e., interference power) of all arriving packets except
the intended packet, N0 is the power of noise. Moreover, the
processing mechanisms of different PHY layer strategies are
also related to the order in which the packets arrive. The
conventional PHY layer would drop all packets that arrived
simultaneously if the reception of the first packet that arrived
failed. Capture effect is such technology that when the first
arriving packet fails to receive, the PHY layer will switch
to receive the later arriving data packet with a better signal.
SIC is advanced PHY layer technology proposed to combat
interference for multi-packet reception [30]. In the model, the
packets that meet the received power and SINR requirements
can be received, regardless of the order in which the packets
arrive. In Section III-E, we do experiments to compare the
three PHY layer strategies and the analytical model while
adopting the conventional CSMA as the MAC layer.
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Fig. 3: PLR/SNR curves

In practice, the packet loss at instantaneous SINR is proba-
bilistic in terms of the PLR/SINR curve. Fig. 3 shows PLR/S-
INR curves at different MCSs (Corresponding to different
data rates [35]) when the packet length equals 200 bytes
and 1500 bytes [36]. At the given SINR, PLR is calculated
relying on the bit error ratio (BER) and the packet length
PL. PLR = 1 − (1 − BER)8∗PL. Moreover, the general
expressions between BER and SINR could be built by out-
door vehicular experiments or theoretical approximation [37].
Herein, we obtained BER/SINR curves by Matlab simulation.
DSRC systems employ the Orthogonal Frequency Division
Multiplexing (OFDM) technology in the PHY layer [38].
We use Matlab to implement an IEEE 802.11p PHY layer
specifications compliant OFDM system to count BER at the
given SINR. An OFDM symbol includes 48 data subcarriers
and four pilot subcarriers in the simulation. FFT period is
6.4 µs. The length of cyclic prefix (CP) is 16. The channel
is Nakagami fading (m = 3) plus additive white Gaussian
noise (AWGN). Fig. 3 shows that the larger the SINR, the
smaller the PLR. A certain acceptable PLR could determine

the SINR threshold. At the same time, we can find that PLR
changes with the size of the packet and different MCSs.
Specifically, based on the relationship between MCSs and data
rates [35], we could find that the faster the data rate, the greater
the SINR under the same PLR. The more the packet size,
the greater the SINR under the same PLR. Then the SINR
threshold corresponding to the acceptable PLR increases with
the increase both in the packet size and the data rate. Without
loss of generality, the analysis model with a feasible SINR
threshold is necessary.

C. Channel fading model

In this paper, we consider the imperfect channel using
Nakagami fading model [39], [40]. The model was built based
on the empirical results, which could better capture signal
attenuation and path loss. Then, the power Pr and the average
power ω received of a receiver with distance d away from the
transmitter are as follows:

Pr(d) = ω(d) ·Gf

ω(d) = Pt ·Gt ·Gr · η · l(d)
(6)

where l(d) is the path loss between two communication
nodes. It is modeled as l(d) = min{1, (d0d )α} and Gf is
such random variable characterized by the probability density
function (PDF) f(z).

f(z) =
mm

Γ(m)
zm−1 exp(−mz) (7)

where Γ(·) is the standard Gamma function, m is the fading
parameter in the given receiving distance. The sensing thresh-
old is denoted by Pth. Then, the average sensing range rE

(rE > d0) is the receiving distance with the average receiving
power Pth, which can be expressed as follows.

rE = d0
α
√
PtGtGrη/Pth (8)

D. Channel access model

In VANETs, each vehicle accesses the channel under the
control of the CSMA/CA mechanism, achieving distributed
coordinated access to the channel. Each node keeps a queue
for packets to be sent. The nodes are in an idle state when their
queues are empty. Newly generated packets enter the queue
according to first-in, first-out (FIFO). When the first packet
enters the queue, the node is awakened to monitor channel
activity. If the channel is sensed free for a period equaling
arbitration inter-frame space (AIFS), the node transmits and
changes from an idle state to a transmission state. Otherwise,
if the channel is sensed busy in AIFS time, the node starts
a backoff counter with the initial value randomly selected
in [0,1,2,...,W − 1], where W is the size of the contention
window. The node persists in monitoring the channel activity.
If the channel is sensed free during a time slot of the
backoff process, the backoff counter will be decreased by one.
Otherwise, the backoff counter of the node will be frozen.
Once the backoff counter reaches zero, the node transmits and
enters a transmission state. After completing the transmission,
the queue may or may not be empty. The node will change
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Fig. 4: Example of a backoff process formed by three nodes
with packets to send

from transmission state to idle state if the queue is empty.
Otherwise, the node will sense the channel again for AIFS
time and then randomly choose a backoff counter to compete
for the channel for the next packet. Fig. 4 shows an example of
the backoff procedure formed by three nodes. Nodes A, B, and
C are within the mutual sensing range. They have packets to
send. At t0, the backoff counter of A reaches zero, the backoff
counter of C is bigger than the backoff counter of B. At t1, A
begins to transmit, the backoff counters of B and C are frozen,
they are unfrozen after the packet of A has finished sending. In
turn, at time t3, B starts to transmit when its backoff counter
reaches zero, and the backoff counter of C is frozen. Later,
the backoff counter of C is unfrozen after the sending of B
is finished. C would send directly once its backoff counter
reaches zero.

III. NS2 SIMULATION AND SPEED-DENSITY
RELATIONSHIP FITTED BY SUMO

We adopt NS2 to analyze the distribution of the inter-
ference distance for determining the maximum interference
range setting and validate the analytical model. Herein, we
first present the critical parameter settings and describe the
parameter to adjust the minimum interference power. Second,
we compare PRPs and PRRs of the stationary and mobility
scenarios simulations in NS2. The density in the stationary
scenario is set to be the same as the mobility scenario driven by
the trace of SUMO. Comparison results show that simulation
in the stationary scenario is feasible. Then, we give the
relationship between average vehicle speed and vehicle density
by fitting the data from SUMO and the Greenshields model
[41]. Furthermore, we compare the PRPs and PRRs of the
network with the conventional CSMA together with different
PHY layer strategies, including SIC, capture effect, and the
conventional PHY layer reception strategy. The analysis results
of the SED-CM model are also compared. The result shows
that the difference is not obvious between our analysis model
and capture or SIC enabled systems. In this way, the capture
effect in NS2 is enabled in the cross-validation experiments.

A. Critical parameter settings

The interference models in NS2 have evolved in terms
of complexity and sophistication [42]. Currently, the newest

TABLE I: Simulation parameters

Parameters Values

Carrier frequency f 5.9 GHz
Channel bandwidth 10 MHz
Transmit power Pt 26 dBm
Average sensing range rE 500 m
Carrier sensing threshold Pth -76 dBm
Reference distance d0 1 m
Noise floor power N0 -95 dBm
Transmit gain Gt 1.0
Receive gain Gr 1.0
Constant η 1.64e-5
CW W -1 15
Path loss exponent α 2
AIFS 58 µs
Packet length PL 200 bytes
Slot time σ 13 µs
Data rate Rd 24 Mbps
PHY preamble + header TH1 40 µs
MAC header TH2 272 bits
PLCP header TH3 4 µs
Packet generation interval Tc 0.1 s

Fading parameter m
3, for dS ≤ 50 m

1.5, for 50 m < dS ≤ 100 m

1, for dS > 100 m

NS2 version 2.35 integrated the wireless simulation modules
revised by Chen et al. [35]. Chen’s module adopted the
additive interference model, which is more in line with the
actual situation and has been widely used. At the same
time, we have modified the module to enable the flexible
SINRTs setting [12]. In the module, the variable CSThresh
presents the sensing threshold. When the signal power is below
CSThresh , the current channel is considered free. When
a signal arrives, the method recordPowerLevel() is called to
record the latest signal power of the current channel [43]. In
recordPowerLevel(), the power of new arrival signal will be
compared with PowerMonitorThresh . If the signal power
is greater than or equal to the PowerMonitorThresh , the
signal will be cumulated to the channel signal power, else
it will be ignored. In this way, we can change the sensing
range and the interference range by setting CSThresh
and PowerMonitorThresh in the user-programmable Tcl
script. The value of PowerMonitorThresh refers to the
minimum interference power, which could be determined by
actual measurement. Table I lists the critical communication
parameters.

B. Mobility scenes generated by SUMO

We adopt traffic simulation software SUMO to generate
mobility traffic in a two-lane, two-way circular road. As shown
in Fig. 5, the length of the lane is greater than 6000 m, the
height is greater than 600 m, and the width of each lane
is 3.2 m. We generate three groups of mobility traffic with
different average vehicle speeds. Table II shows the mean
speed, the maximum speed, and the minimum speed in the
three groups of experiments. The acceleration is 2.9 m/s2

(e.g., 2019 Volkswagen e-Golf SE [44]), the deceleration is
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Fig. 5: Mobility traffic scenario generated
by SUMO
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simulations

7.5 m/s2 (e.g., Dry asphalt road [45]), and the emergency
braking deceleration is 10 m/s2 [32], [46]. The vehicle length
is 4.3 m. In Group1, Group2, and Group3, new vehicles are
generated and enter the lane at the rate of 1 vehicle/second
in the first 360 s, 480 s, and 720 s, respectively with the
initial velocity of 30 m/s (108 km/h), 20 m/s (72 km/h), and
10 m/s (36 km/h), respectively. Then, each vehicle updates
the speed every 10 ms, and the speed of all vehicles follows
the uniform distribution for the mean speed. The traffic will
last for 720 s, 800 s, and 1500 s in Group1, Group2, and
Group3, respectively. The positions of vehicles are recorded
at the sample step of 1 ms. Fig. 6 shows changing vehicles
density with time in the shaded segment of Fig. 5. It can
be seen that the vehicle density is stable within the time
interval [200, 400] s for Group1, [260, 520] s for Group2,
and [540, 800] s for Group3, respectively. At the same time,
we calculate the average vehicle density when the traffic is
stable as shown in Table II. It is not difficult to see that the
higher the average vehicle speed, the lower the vehicle density.
Otherwise, the smaller the average vehicle speed, the greater
the vehicle density.

C. The speed-density relationship

Greenshields model [41] built the linear relationship be-
tween the vehicle speed and density under uninterrupted flow
conditions. The vehicle speed and vehicle density generated by
SUMO are as shown in Table II. We assume that the vehicle
density is independent of the vehicle speed [33], [34]. Then,
we do linear regression (Goodness of Fit R2 = 0.9774) with
the data points and the Greenshields model to get the formula
below.

V = −102.89β + 38.177 (9)

where β is the density, V is the speed.

D. Comparison between mobility and stationary scenes sim-
ulations

Take the mobility traffic in Group1 as the example, we
feed the sumo record in the shaded segment of Fig. 5 at the
interval [200, 400] s into the NS2 and set every vehicle as the

TABLE II: The vehicle speed and vehicle density calculated
in SUMO

Mean
speed
(m/s)

Maximum
speed
(m/s)

Minimum
speed
(m/s)

Average density
calculated

(vehicles/meter)

Group1 30 33 27 0.09
Group2 20 22 18 0.16
Group3 10 11 9 0.28

broadcast node running the periodic message broadcast and
reception obeying IEEE 802.11p and compute the PRPs and
PRRs. At the same time, we generate the stationary scenario,
i.e., vehicles are placed according to HPP with the density
of 0.09 vehicles/meter at a road with a length of 10000 m
in NS2. Fig. 7 shows the PRP and PRR comparisons between
the mobility and stationary scenarios simulations. We find that
the PRPs and PRRs in the stationary scenario simulation are
almost the same as the mobility scenario simulation. In this
way, next, we adopt a stationary scene simulation, which is
equivalent to a mobility scene simulation of same density.

E. Comparison between different PHY layer strategies

NS2 has implemented the capture effect, which could be
turned on or off with a boolean parameter. At the same time,
we implement SIC in the PHY module of NS2. Herein, we
assume that SIC is perfectly implemented without considering
hardware implementation details. Then, we compare PRPs
and PRRs between different PHY layer strategies while the
conventional CSMA as MAC layer as shown in Fig. 8. The
density is 0.1 vehicles/meter, the beacon rate is 10 Hz. The
results show that the system with SIC or capture enabled
outperform those without an advanced PHY layer mechanism,
especially when the receiving distance is less than 70 m. At
a farther distance, their results are almost the same. Compare
with the original PHY layer strategy, the capture increases
the reception rates at ranges close to the sender. The same
comparisons between the original PHY layer strategy and
capture enabled have been witnessed in Fig. 10 of [35]. The
PHY layer strategy enabled SIC behaves similarly to capture
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enabled since the conventional CSMA could not effectively
exploit the SIC capability [30]. Moreover, we compare the
PRPs and PRRs between the proposed SED-CM model and
the simulations with different PHY layer strategies as shown
in Fig. 8. The analytical results present consistency with the
results of the capture or SIC enabled simulations. In this way,
the model could be applied to the systems supporting SIC or
capture effect when conventional CSMA as MAC layer.
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tions with different interference ranges

IV. MAXIMUM INTERFERENCE RANGE SETTING

In NS2, we could control the minimum interference power
by the parameter PowerMonitorThresh , which is denoted
by Ith. Similar to Eq. (8), the interference range rNS

I in NS2
can be calculated according to the path loss law, as follows.

rNS
I = d0

α
√
PtGtGrη/Ith. (10)

At the same time, we modify NS2 source code to record
interference nodes of packets arriving at a receiver, -1 if there
is no interference. In this way, the interference distance dI

could be calculated by the coordinates of the receiver and the
interferer. We can further obtain the distribution of the inter-
ference distance. Specifically, we run 38 groups of simulation
experiments corresponding to 38 densities ranging from 0.01
vehicles/meter to 0.77 vehicles/meter with an interval of 0.02.
In these simulation experiments, the simulation scenario is set
as a circular lane with a 10000 m perimeter. The nodes are
placed on the lane obeying HPP distribution with the given
density. The packet generation rate is 10 Hz, the data rate

is 24 Mbps, the noise power is -99 dBm, and the sensing
range is 500 m. Each group of the experiment includes five
simulations with different interference ranges rNS

I , 500 m,
1000 m, 1500 m, 5000 m, and 10000 m, respectively. Then we
write Python programs to count the interference distance dI,
PRP, and PRR according to the trace file and node position file.
Moreover, kernel density estimation (KDE) is used to estimate
interference distance distribution based on the simulation data.

Fig. 9 compares the distribution of the interference distance
between different interference ranges at the density of 0.1
vehicles/meter. Other densities are similar. It could be seen
from a curve that most interference distances are smaller than
or equal to the interference range calculated by (10). Com-
paring the different curves, it is obvious that the distribution
of the interference distance changes significantly with the
interference range when the interference range is less than
5000 m. However, after 5000 m, there is very little discrepancy
between the two curves representing the distribution of the
interference distance for the interference range of 5000 m
and 10000 m. Moreover, Fig. 10 presents the PRPs and PRRs
with different interference ranges. We find that the results for
the interference range of 10000 m and 5000 m are almost
completely consistent. PRPs and PRRs no longer decrease as
the interference range increases after 5000 m. The occurrence
of this phenomenon is connected to two aspects. On the one
hand, as shown in Fig. 9, most of the interference fall in
the range [0, 5000] m in the case of interference range of
10000 m. On the other hand, the interference power is too
small for nodes that are too far away, which has almost no
effect on the SINR. Without loss of generality, we adopt Imax

to denote such interference range after which the distribution
of interference distance changes slightly, such as 5000 m as
shown in Fig. 9. Thus, the potential maximum interference
range rI should be the minimum between rNS

I and Imax, which
is expressed as shown in (5).

V. RELIABILITY EVALUATION

The assumption of the SINR related interference range cor-
responds to where the interference will deterministically make
the SINR less than the threshold and thus the reception fails,
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Fig. 11: The overall framework of the SED-CM model for
802.11p VANET reliability evaluation

which facilitates efficient and effective analysis of QoS metrics
by considering the size of the interference range and the
transmission probability of the node in steady-state. On the top
of the SINR related effective interference range, the proposed
SED-CM model introduces the maximum interference range
as the upper limit of the SINR related interference range. In
this way, the analysis of the interference is more precise since
the effect of the minimum interference power that determines
the maximum interference range is taken into account. The
section starts with the overall framework. Then, we give a
series of mathematical derivations for the evaluation of PRP,
PRR, CBR and PA.

A. Overall framework

The overall framework of the SED-CM model is shown in
Fig. 11. Two types of parameters are fed to the analytical
model. One is the communication parameters used in Appli-
cation, MAC, and PHY layers. Herein, the SINR threshold
and minimum interference power are treated as PHY layer
parameters, which need to be measured in the actual device.
The other is the environment parameters including the vehicle
density and noise power. The density of vehicles represents
the traffic condition, which can be evaluated by a simulator,
sensor, etc.. Based on these parameters, the model separately
evaluates the effects of hidden terminals, concurrent transmis-
sion, and fading. PRP, PRR, CBR and PA are further derived.
In the model, we adopt the semi-Markov process (SMP) model
[9] to calculate the steady-state probability πXMT that the node
is in the transmitting state, the hidden terminal transmission
probability pt during the vulnerable period [9] of the tagged
vehicle, and the probability π0 that a neighbor starts to transmit
a packet at the beginning of the same time slot with the tagged
vehicle.

B. PRP evaluation

PRP [10] is defined as the probability that a node at a dis-
tance of dS successfully receives a packet from a transmitter,
which is evaluated as the probability that the conditional SINR

measured at the receiver is higher than the given threshold
and the receiving power is greater than the receiving power
threshold. The probability analysis is done based on the as-
sumption that the hidden terminals, concurrent transmissions,
and fading are independent of each other [14]. In this way,
we could approximate PRP by analyzing the effect of hidden
terminals, concurrent transmissions, and fading, respectively.

1) PRP considering the hidden terminal: The SINR is
simplified to a SIR in the presence of interference. The two
shaded segments (The same side with ”/” and without ”/”
counts as one) in both sides of Fig. 2 present the hidden
terminal areas, which are beyond the sensing range of the
tagged transmitter. Two cases are used to analyze the impact of
hidden terminals on PRP. The first case is that the transmission
of only one hidden terminal could make SIR less than the
threshold. In this case, the farthest distance between the
receiver and the interferer is rEff−1

I , not more than rI. We
count the sizes of such hidden terminal areas (corresponding
to the length of the shaded area with ”/”), including the left
and right sides, as follows.

L1
ht = max(min(rEff−1

I , rI)− rE + dS, 0)

L2
ht = max(min(rEff−1

I , rI)− rE − dS, 0)
(11)

Then, we evaluate PRP in this case by calculating the proba-
bility that no transmission causes SIR to be less than the given
threshold.

PRPE1
ht = 1− Pr (SIR < θ|dS) = exp(−βpt(L

1
ht + L2

ht)).
(12)

The second possible case is that the transmissions of two
nodes (one within the left hidden terminal area and another
within the right hidden terminal area) cause the SIR to be less
than the given threshold. Thus, the probability that the SIR
is greater than the given threshold is equal to the probability
that no such two nodes are transmitting at the same time.
In this case, the farthest distance between the receiver and
the interferer is rEff−2

I , greater than rEff−1
I , and less than

rI. The sizes L21
ht and L22

ht of such hidden terminal areas
(corresponding to the length of the shaded area without ”/”) on
the right and left are calculated by (13) and (14), respectively.

L21
ht = max(min(rEff−2

I , rI)−max(rEff−1
I , rE−dS), 0) (13)

L22
ht = max(min(rEff−2

I , rI)−max(rEff−1
I , rE +dS), 0) (14)

Then, we obtain the expression of PRP in the case as follows.

PRPE2
ht = 1− Pr (SIR < θ|dS)

= 1− (1− exp(−βptL
21
ht))(1− exp(−βptL

22
ht))

(15)
2) PRP considering the concurrent transmission: Concur-

rent transmission area refers to the segment in the range of
(−rE, rE) centered at the transmitter. Similar to the analysis
of the hidden terminals, we evaluate PRP considering the
concurrent transmission in two cases. The first case is that
the transmission of a node in the concurrent transmission area
makes the reception fail, that is, the farthest distance between
the receiver and the interferer is rEff−1

I , no more than rI.
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Then, we have the size of such concurrent transmission area,
including the right and left sides as follows.

L1
cc = min(min(rEff−1

I , rI), rE − dS)

L2
cc = min(min(rEff−1

I , rI), rE + dS)
(16)

Then, we evaluate PRP in this case.

PRPE1
cc = 1− Pr (SIR < θ|ds) = exp(−π0β(L1

cc + L2
cc))

(17)
The second case is that the transmission of two nodes on the

left and right side respectively in the concurrent transmission
area makes the reception fail, that is, the farthest distance
between the receiver and the interferer is rEff−2

I , greater than
rEff−1
I , and less than rI. In this case, the sizes L21

cc and L22
cc

of such concurrent transmission areas on the right and left are
as follows, respectively.

L21
cc = max(min(min(rEff−2

I , rI), rE− dS)− rEff−1
I , 0) (18)

L22
cc = max(min(min(rEff−2

I , rI), rE + dS)− rEff−1
I , 0) (19)

Then, we calculate PRP in this case.

PRPE2
cc = 1− Pr (SIR < θ|dS)

= 1− (1− exp(−π0βL
21
cc ))(1− exp(−π0βL

22
cc ))

(20)
3) PRP considering the imperfect channel with fading and

noise: Considering Nakagami fading model [39], [40], the
PDF of the receiving power Pr at a receiver with d away
from the transmitter [14] is

fPr|d(x) =
1

Γ(m)

(
m

ω(d)

)m
xm−1 exp

(
− mx

ω(d)

)
(21)

In the absence of interference, SINR is simplified to signal-
to-noise ratio (SNR). We have SNR = Pr/N0, where N0

denotes the noise power. According to (21), we obtain the
PDF of SNR as follows.

fSNR|d(y) =
(N0m)m

Γ(m)ωm
(N0y)(m−1) exp

(
−mN0y

ω

)
(22)

Then, known Pth is receiving power threshold, θ is the SNR
threshold. Without loss of generality, we could rewrite the two
reception conditions into one based on the SNR, i.e., SNR ≥
max(θ, Pth/N0). In this way, we calculate PRP in the case of
no interference as follows.

PRPF = Pr(SNR ≥ max(θ,
Pth

N0
)|dS)

= 1− Pr(SNR < max(θ,
Pth

N0
)|dS)

=


1− (N0m)m

Γ(m)ωm

∫ θ

0

zm−1 exp(−N0(
m

ω
)z)dz, θ ≥ Pth

N0

1− (N0m)m

Γ(m)ωm

∫ Pth
N0

0

zm−1 exp(−N0(
m

ω
)z)dz, θ <

Pth

N0

=


1− (N0m)m

Γ(m)

∫ θ
ω

0

zm−1 exp(−N0mz)dz, θ ≥
Pth

N0

1− (N0m)m

Γ(m)

∫ Pth
N0ω

0

zm−1 exp(−N0mz)dz, θ <
Pth

N0
(23)

Pth is the average receiving power at the distance rE away
from the transmitter. θN0 is the average receiving power at
the communication distance Rc. According to the path loss,
we have:

θN0

Pth
= (

rE

Rc
)α,

θN0

ω(dS)
= (

dS

Rc
)α (24)

Then,
θ

ω(dS)
=

θ

Pth

(
dS

rE

)α
(25)

and
Pth

N0ω(dS)
=

1

N0
(
dS

rE
)α (26)

By applying (25) and (26) in (23), we have

PRPF

=

 1− (N0m)m

Γ(m)

∫ θ
Pth

(
dS
rE

)α

0 zm−1e−N0mzdz, θ ≥ Pth

N0

1− (N0m)m

Γ(m)

∫ 1
N0

(
dS
rE

)α

0 zm−1e−N0mzdz, θ < Pth

N0

=

{
1− 1

Γ(m)γ(m, N0mθ
Pth

( dSrE )α), θ ≥ Pth

N0

1− 1
Γ(m)γ(m,m( dSrE )α), θ < Pth

N0

(27)
where γ(s, x) =

∫ x
0
ts−1e−tdt is the lower incomplete gamma

function.
The evaluation of PRP can be combined as follows.

PRP(dS) = PRPE1
ht × PRPE2

ht × PRPE1
cc × PRPE2

cc × PRPF

(28)

C. PRR evaluation

PRR [10] is also the function of the receiving distance and
is defined as the percentage of nodes that successfully receive
a packet from the tagged transmitter among the receivers.
Therefore, PRR can be written as a function of PRP, as
follows:

PRR(dS) =

∫ dS
0
βPRP(x)dx

βdS
=

1

dS

∫ dS

0

PRP(x)dx (29)

D. Channel busy ratio

Channel busy ratio (CBR) is defined as the percentage of
busy time duration within certain observation period [2], which
has been given by [2]

CBR = 2rEβ
T

Tc
(1− pdc

2
− pdh

4
) (30)

where T is a packet transmission time, which is made up
of the packet header transmission time TH, the packet body
transmission time E[PL]/Rd and the propagation delay δ. We
have T = TH + E[PL]/Rd + δ. Tc is the packet generation
interval. pdc is the probability that at least one more trans-
mission occurs in the carrier sensing range of an observer in
the channel. We have pdc = 1− (1− π0)2βrE [2]. pdh is the
probability that at least two hidden terminal transmissions are
overlapped from the perspective of an observer in the channel.
We have pdh = (1− (1− pt)

βrE/2)2 [2].
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E. The awareness probability

The awareness probability (PA) [2] is the reliability metric
in the application level, which could be used to estimate
whether the current channel can meet the reliability require-
ments of safety applications or not. It refers to the probability
of successfully receiving at least n packets in the tolerance
time window Ta.

PA(x, n, Ta) =

bTaTc c∑
k=n

(bTaTc c
n

)
PRP(x)k(1− PRP(x))b

Ta
Tc
c−k

(31)
where Ta changes with the speed of the vehicle and the specific
application.

TABLE III: The QoS requirements of typical safety appli-
cations

Application Ta Distance n The requirement of PA

CCW - 400 m 1 99.0%
SVI - 100 m 3 99.9%

RCW - 50 m 5 99.9%

Table III gives the stringent QoS requirements of three
BSM based safety applications, cooperative collision warning
(CCW), slow vehicle indication (SVI), and rear-end chain
collision warning (RCW), respectively. Inspired by [32], we
calculate the Ta in the emergency state as the value of Ta.
Considering the vehicle in front stops, the time for notifying
the following car to not collide is Ta, as follows.

Ta =
vThw − dbr

v
= Thw −

v

2a
(32)

where Thw is the time headway. A time headway of 1.5-2 s
has been found to provide sufficient safety margin to avoid
collisions with the lead vehicle in an emergency condition
[47]–[49]. dbr is the braking distance and dbr = v2

2a , a is the
emergency braking deceleration in m/s2. The equation shows
that the more the speed, the less the tolerable time window.

VI. EXTEND TO THE INTERSECTION SCENARIO

In the section, we extend the SED-CM model to evaluate the
reliability at an intersection. The intersection scenario analysis
is more complex than 1D since more interference areas need
to be considered. Two cases accounting for locations geometry
between the tagged transmitter and receiver at the intersection
scenario could be analyzed [12]. The sender and receiver are
on the same road, and the sender and receiver are on different
roads. Herein, we present the derivation process when the
sender and the receiver are on different roads. The derivation
process in another case could be similarly given.

The interference scenario under consideration is shown
in Fig. 12. The origin is set at the road intersection. The
tagged sender S1 is located at coordinate (xs, 0). One of
the receivers RS1

is at coordinate (0, yr), and the distance
between RS1 and S1 is dS. S2, S3, S4, and S5 present the
interferers at the left, up, right, and down sides, respectively.
(27) for PRP considering the impact of fading channel, (28)
for PRP computation, (29) for PRR computation, (30) for

CBR derivation, and (31) for PA derivation are the same in
the intersection scenario as the 1D Highway scenario. We
need to derive PRP considering the hidden terminal and PRP
considering the concurrent transmissions in the intersection
scenario.

 

S1 X

Y

𝑅𝑆1  

xs

yr

S2

S3

S4

S5

O

Fig. 12: Interference scenario at an intersection, the sender is
at X-axis, and the receiver is at Y-axis

1) PRP considering the hidden terminal: The SINR is
simplified to SIR in the presence of interference. The four
shaded segments in Fig. 12 present the hidden terminal areas
in the four directions. The first case is that the transmission
of only one hidden terminal could make SIR less than the
threshold. We count the sizes of such hidden terminal areas
(corresponding to the length of the shaded area with ”/”), the
left, right, up, and down sides, respectively, as follows.

L1
ht = max(

√
(min(rEff−1

I , rI))2 − y2
r − rE + xs, 0)

L2
ht = max(

√
(min(rEff−1

I , rI))2 − y2
r − rE − xs, 0)

L3
ht = max(min(rEff−1

I , rI)−
√
r2
E − x2

s − yr, 0)

L4
ht = max(min(rEff−1

I , rI)−
√
r2
E − x2

s + yr, 0)

(33)

Then, we evaluate PRP in this case.

PRPE1
ht = 1−Pr (SIR < θ|dS) = exp(−βpt(L

1
ht+L

2
ht+L

3
ht+L

4
ht).

(34)
The second possible case is that the transmissions of at

least two nodes in two sides cause the SIR to be less than
the given threshold. The sizes of such hidden terminal areas
(corresponding to the length of the shaded area without ”/”)
on the left, right, up, and down sides are L21

ht , L22
ht , L23

ht , and
L24

ht , respectively, as follows.

L21
ht = max(

√
(min(rEff−2

I , rI))2 − y2
r

−max(

√
(rEff−1

I )2 − y2
r , rE + xs), 0)

(35)

L22
ht = max(

√
(min(rEff−2

I , rI))2 − y2
r

−max(

√
(rEff−1

I )2 − y2
r , rE − xs), 0)

(36)
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L23
ht = max(min(rEff−2

I , rI)−max(rEff−1
I ,

√
r2
E − x2

s−yr), 0)
(37)

L24
ht = max(min(rEff−2

I , rI)−max(rEff−1
I ,

√
r2
E − x2

s +yr), 0)
(38)

Then, we obtain the expression of PRP in the case as follows.

PRPE2
ht = 1− Pr (SIR < θ|dS) = 1−

4∏
i=1

(1− exp(−βptL
2i
ht))

−
4∑
i=1

exp(−βptL
2i
ht)

4∏
j=1,j 6=i

(1− exp(−βptL
2j
ht))


−

3∑
i=1

 4∑
j=i+1

exp(−βptL
2i
ht) exp(−βptL

2j
ht)

4∏
k=1,k 6=i,j

(1− exp(−βptL
2k
ht ))


(39)

2) PRP considering the concurrent transmission: Similar
to analysis for the 1D, we evaluate PRP considering the
concurrent transmission in two cases. The first case is that
a node’s transmission in the concurrent transmission area
makes the reception fail. We have the sizes of such concurrent
transmission areas, including the left, right, up, and down sides
as follows.

L1
cc = min(

√
min(rEff−1

I , rI)2 − y2
r , rE + xs)

L2
cc = min(

√
min(rEff−1

I , rI)2 − y2
r , rE − xs)

L3
cc = min(min(rEff−1

I , rI),
√
r2
E − x2

s − yr)

L4
cc = min(min(rEff−1

I , rI),
√
r2
E − x2

s + yr)

(40)

Then, we evaluate PRP in this case.

PRPE1
cc = 1−Pr (SIR < θ|ds) = exp(−π0β(L1

cc+L2
cc+L3

cc+L4
cc))

(41)
The second case is that the transmission of at least two

nodes on two sides in the concurrent transmission area makes
the reception fail. In this case, the sizes of such concurrent
transmission areas on the left, right, up, and down sides are
L21

cc ,L22
cc , L23

ht , L24
ht , respectively, as follows.

L21
cc = max(min(

√
(min(rEff−2

I , rI))2 − y2
r , rE + xs)

−
√

(rEff−1
I )2 − y2

r , 0)
(42)

L22
cc = max(min(

√
(min(rEff−2

I , rI))2 − y2
r , rE − xs)

−
√

(rEff−1
I )2 − y2

r , 0)
(43)

L23
cc = max(min(min(rEff−2

I , rI),
√
r2
E − x2

s−yr)−rEff−1
I , 0)

(44)

L24
cc = max(min(min(rEff−2

I , rI),
√
r2
E − x2

s +yr)−rEff−1
I , 0)

(45)

Then, we have PRPE2
cc in the intersection scenario.

PRPE2
cc = 1− Pr (SIR < θ|dS) = 1−

4∏
i=1

(1− exp(−βptL
2i
cc))

−
4∑
i=1

exp(−βptL
2i
cc)

4∏
j=1,j 6=i

(1− exp(−βptL
2j
cc))


−

3∑
i=1

 4∑
j=i+1

exp(−βptL
2i
cc) exp(−βptL

2j
cc)

4∏
k=1,k 6=i,j

(1− exp(−βptL
2k
cc ))


(46)

VII. EXPERIMENTS

In the section, we present the experiment results from the
theoretical models and NS2 simulation and make a consid-
erable analysis. We first compare the proposed SINR related
Effective Distance Constrained by the Maximum interference
range-based (SED-CM) model and the Deterministic Distance-
based (DD) model, the SINR Probability Derivation-based
(SPD) model, and the SINR related Effective Distance-based
(SED) model in the 1D scenario. The comparison results
show that the SED-CM model has the best evaluation capacity
while changing the maximum interference range. The cross-
validation experiments between the SED-CM model and NS2
simulation in the 1D scenario are also be conducted. The cross-
validation results show that the error is small in the case of
the interference range being small or the interference range
being large. However, the error is larger in the medium level
interference range. Second, we present the cross-validation re-
sults at the intersection scenario. The results are similar to the
1D scenario. The conclusion in the 1D scenario is adopted to
explain the intersection scenario. Third, we analyze the impact
of the hidden terminal, which can be reduced by decreasing
the beacon rate or increasing the sensing range individually
or in combination. Finally, we analyze the impact of speed on
the performance of VANET by comprehensively considering
the channel busy rate and the awareness probability of safety
applications.

A. PRPs and PRRs in the 1D scenario

1) Compare with the previous models: We set the 1D scene
as a circle with a perimeter of 10000 m. The density is
0.1 vehicles/meter. The other parameter settings are shown in
Table I. The PRPs and PRRs at 15 receiving distances from
10 m to 290 m at an interval of 20 m are computed. Fig. 13
and Fig. 14 present PRPs and PRRs comparisons between the
NS2 simulations, SED-CM, DD, SPD, and SED models. Fig.
13 is plotted according to the data when rI equals 500 m and
SINR threshold θ equals 23 dB and 27 dB. Fig. 14 is plotted
for rI of 5000 m and the same SINR thresholds as Fig. 13. We
can find that PRPs and PRRs present decreasing trends with
the increase in the receiving distance dS, corresponding to the
reason behind the larger the receiving distance, the smaller
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Fig. 13: Comparisons between four
models and NS2, 1D scenario,
rI = 500 m
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Fig. 14: Comparisons between four
models and NS2, 1D scenario,
rI = 5000 m
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Fig. 15: Comparisons between the
SED-CM model and NS2, 1D scenario,
changing rI
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Fig. 16: The impact of the hidden terminal v.s. beacon rate
and sensing range, 1D scenario

the receiving power, and the smaller the SINR. More packets
will be discarded. It can be seen that the greater the SINR
threshold, the smaller the PRPs and PRRs as shown in Fig.
13 and Fig. 14. Because increasing the SINR threshold makes
the reception condition more stringent.

As mentioned in Section I-B, interference range equals
sensing range of 500 m in the DD model. Results of the
DD model are not related to the SINR threshold. In this way,
the theoretical results of the DD model show the significant
errors with those of NS2 simulation, as shown in Fig. 13
and Fig. 14. Fig. 13 shows that the PRPs and PRRs of the
SPD and the proposed SED-CM models can fit well with
those of NS2 simulation when rI equals 500 m. However,

the results of the SED model [2] are much worse than those
of NS2 simulation because of the larger interference range
used. Fig. 14 shows that the PRPs and PRRs of the SPD
model are much better than the NS2 simulation results when
rI equals 5000 m. Because the interference range considered
by the SPD model is much less than 5000 m, the impact of
interference is underestimated. At the same time, the SED and
the proposed SED-CM models perform in agreement with the
NS2 simulation. In summary, the SPD model could provide
accuracy estimation in the case of the interference range is
approximate rE (i.e, 500 m), but it is not suitable for a
larger interference range. At the same time, the computational
complexity of the SPD model is too high to be extended
to the scenario with a larger interference range. The SED
model could provide accuracy estimation in the case of the
interference range is greater (such as 5000 m), but it did not
fit for the case with the less interference range. The proposed
SED-CM model could cover both cases mentioned above.

2) The cross-validation with NS2: Fig. 15 shows the PRPs
and PRRs comparison between the SED-CM model and NS2
simulation with different maximum interference ranges. The
larger the maximum interference range, the more interference,
thus, PRPs and PRRs present decreasing trend with the in-
creasing interference range. Because more interference reduces
the value of SINR. At the same time, We could witness that
the discrepancy between the model and the simulation are
larger when the interference range equals 1000 m than the
interference range of 500 m and 5000 m. The interference
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Fig. 17: Comparisons between the
SED-CM model and NS2, 1D scenario,
changing density
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Fig. 18: Comparisons between the
SED-CM model and NS2, Intersection
scenario, changing rI
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Fig. 19: Changing speed of vehicle in the
1D scenario

range 1000 m is regarded as the medium level interference
range. Results show that the simulation yields better reliability
than the model. Because in the NS2 simulation, the sensing
power threshold is the average power at the receiving distance
of 500 m. However, the detected power equals the sum of
powers received from all the other transmitters. In this way,
the sensing range of nodes in NS2 simulation is greater than
500 m, resulting in reducing the spatial reuse [50]. However,
the sensing range is set to 500 m in the theoretical model. So
that the results of NS2 simulation are better than the model.
Moreover, Fig. 17 gives the PRPs and PRRs comparison
between NS2 and the SED-CM model at changing densities
when the maximum interference range is 500 m and the
receiving distance dS equals 50 m, 150 m, and 250 m,
respectively. The densities is from 0.04 vehicles/meter to 0.16
vehicles/meter at an interval of 0.02 vehicles/meter. The results
show that the results of the model are consistent with the
results of NS2 simulation at different densities.

B. Effect of the hidden terminal

We calculate the PRP only considering the impact of hidden
terminal denoted by PRPH, and PRPH = PRPE1

ht ×PRPE2
ht .

PRPE1
ht and PRPE2

ht in 1D scenario are shown (12) and
(15), respectively. Fig. 16 shows PRPH with different beacon
rate λ and different sensing range rE. The density is 0.1
vehicle/meter, the maximum interference range is 5000 m, the
receiving distance is 130 m. The beacon rate λ ∈ [2, 30] Hz,

and the sensing range rE ∈ [300, 800] m. It can be seen that
the greater the beacon rate, the smaller PRPH since the more
opportunities for the hidden terminal to send. Moreover, the
increased sensing range reduces the transmission opportunities
of hidden terminals, thus increasing the PRPH. In this way,
we can reduce the interference caused by the hidden terminal
by decreasing λ or increasing rE individually or jointly. (8)
shows that the sensing range is related to the ratio of the
transmit power and the sensing threshold. It is simple to reduce
the sensing threshold alone to increase the sensing range.
However, it is complicated to increase the sensing range by
increasing the transmission power because the data rate will
increase, requiring a larger SINR threshold. The algorithms
based on heuristics are expected to find the best parameters
that meet requirements.

C. PRPs and PRRs in the intersection scenario

Fig. 18 gives the PRPs and PRRs with the receiving distance
at an intersection scenario. The length of each crossing road
is 10000 m. The density on both the X-axis and Y-axis
is 0.1 vehicles/meter. The results in Fig. 18 show similar
behaviors as the results of 1D in Fig. 15. In this way, the same
analysis for 1D is applicable to the intersection scenario. In the
medium level interference range, the errors between the SED-
CM model and NS2 in the intersection scenario seem larger
than the 1D scenario. Since more nodes in the intersection
simulation scenario increase the gap between the sensing range
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in simulation and the theoretical sensing range, and increase
the error of the results between the model and the simulation.

D. Effect of speed on the performance of system

We set the vehicle speed in [20, 32] m/s at the interval
of 1 m/s. We map the speed of the vehicle to the density
of the vehicle by (9), then calculate the performance metrics.
Time headway Thw is set 2 s. The tolerable time window Ta

is calculated by (32). Fig. 19a shows PRP, PRR, and PA at
different speeds with the packet generation interval of 0.1 s.
The density corresponding to the given speed is shown at the
top of the figure. We could find that PRPs and PRRs increase
with the increase in speed. Because the greater the speed, the
less the density, the fewer packets are lost due to collisions.
However, the PAs decrease with the increase in speed. Because
the greater the speed, the shorter the tolerance time window
Ta. Moreover, the PAs decrease with increasing the number n
of packets required by the safety application.

Then, for each speed of the vehicle, we compute the CBR
and PA (n = 5) of RCW with the packet generation rate λ
from 5 Hz to 30 Hz at an interval of 1 Hz. Optimal beacon
rate λ∗ means that the PA is above the requirement 99.9%, and
the CBR is minimal. Fig. 19b presents PA comparisons and
CBR comparisons between fixed beacon rate λ = 10 Hz and
optimal beacon rate (λ = λ∗) at different speed of vehicle. The
densities and optimal packet generation rates are shown at the
top of Fig. 19b. When λ = 10 Hz, we could witness that PAs
could meet the reliability requirement at the beginning when
the speed is smaller than 28 m/s. However, the PA dropped
sharply below the threshold due to the smaller tolerable time
window when the speed is bigger than 28 m/s. The CBR
presents a decreasing trend when increasing the speed of
vehicle with the fixed beacon rate of 10 Hz. Because the
density decreases with the increase in the speed of the vehicle.
It is not difficult to find that the optimal packet generation
rate λ∗ increases with the increase in speed. With the optimal
beacon rate, it is observed that the CBR keeps a value of about
0.25 over the various density of vehicles (speed of vehicle). In
this way, when the vehicle is fast, the information is updated
faster, more messages need to be sent for safety. Conversely,
when the vehicle speed is slow, the information is updated
slowly, and fewer message transmissions can ensure safety
and relieve channel congestion.

VIII. CONCLUSION

In the paper, we present an overview of the maximum
interference range in VANETs. The maximum interference
range relies on the minimum interference power that the
device could perceive. We give the maximum interference
range setting principle by obtaining the interference distance
distribution in NS2. The greater the maximum interference
range, the lower the reliability of VANET. Compared with
the deterministic distance-based model, the SINR probabil-
ity derivation-based model, and the SINR related effective
distance-based model, the proposed SINR related Effective
distance Constrained by the Maximum interference range-
based (SED-CM) analytical model is proved to perform the

best evaluation when the interference range changes in the
1D and intersection scenarios. The larger error is caused
when the maximum interference range is at a medium level
because the sensing range in NS2 is larger than the theoretical
sensing range. Moreover, our study found that the awareness
probability of safety applications strongly relies on the quality
of the channel and the tolerable time size. When the vehicle
speed is greater, a faster beacon rate is expected.

The results presented in this paper suggest an important area
of investigation is the impact of the maximum interference
range variation on performance evaluation. Moreover, the
maximum interference range should be incorporated into our
existing communication framework for network planning and
optimization. The inconsistency of the sensing range between
the theoretical model and the NS2 simulation (equivalent to
the actual device) has also been revealed to be an important
factor affecting estimation accuracy. We will research the issue
along with actual experiments in future work.
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